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ABSTRACT
Commonsense knowledge representation and reasoning sup-
port a wide variety of potential applications in fields such
as document auto-categorization, Web search enhancement,
topic gisting, social process modeling, and concept-level opin-
ion and sentiment analysis. Solutions to these problems,
however, demand robust knowledge bases capable of sup-
porting flexible, nuanced reasoning. Populating such knowl-
edge bases is highly time-consuming, making it necessary
to develop techniques for deconstructing natural language
texts into commonsense concepts. In this work, we propose
an approach for effective multi-word commonsense expres-
sion extraction from unrestricted English text, in addition
to a semantic similarity detection technique allowing addi-
tional matches to be found for specific concepts not already
present in knowledge bases.

Categories and Subject Descriptors
H.3.1 [Information Systems Applications]: Linguistic
Processing; I.2.7 [Natural Language Processing]: Lan-
guage parsing and understanding

General Terms
Algorithms

Keywords
AI; Commonsense knowledge representation and reasoning;
Natural language processing; Semantic similarity

1. INTRODUCTION
Commonsense knowledge describes basic knowledge and

understandings that people acquire through experience, e.g.,
“something sharp might cut your skin, if it is not handled
carefully”, “people don’t like to be repeatedly interrupted”,
“it’s better not to touch a hot stove”, or “if you cross the
road when the signal is still red, you are breaking the law”.

Commonsense reasoning problems are often solved by pop-
ulating knowledge bases with commonsense information and
then executing reasoning algorithms drawing on this knowl-
edge in order to formulate new conclusions. Such informa-
tion may be represented via the use of traditional predicate
logic statements [15, 11] or by the use of natural-language-
based semantic networks [23, 3, 19]. A commonsense fact
such as “a couch is something for sitting on”, for example, is
usually represented as Couch HasProperty Sit.

It is clear, then, that semantic parsing, i.e., the decon-
struction of text into multiple-word concepts, is a key step
in applying commonsense reasoning to natural language pro-
cessing and understanding, as shown by recent approaches
to concept-level opinion and sentiment analysis [5, 12, 18].
Parsing, moreover, should be as time- and resource-efficient
as possible, enabling tasks such as real-time human-computer
interaction (HCI) [2] and big social data analysis [4].

In this work, we propose a graph-based technique for ef-
fectively and quickly identifying event and object concepts
in open English text. The technique is able to draw upon
pre-existing knowledge bases, using syntactic and semantic
matching to augment results with related multi-word expres-
sions. The paper is organized as follows: section 2 introduces
related work, section 3 and 4 describe in detail how concept
extraction and semantic similarity detection are performed,
section 5 evaluates the proposed approach, and section 6
offers concluding remarks and discusses avenues for future
work.

2. RELATED WORK
Commonsense knowledge parsing can be performed using

a combination of syntax and semantics, via syntax alone
(making use of phrase structure grammars), or statistically,
using classifiers based on training algorithms. Construction-
based parsing [17, 4] offers high semantic sensitivity, the
ability to extract knowledge from grammatically-incorrect
text, and can use world knowledge to choose the most likely
parses, but requires access to construction corpora.

The Open Mind Common Sense (OMCS) project [23] uses
a syntactical parsing technique that compares natural lan-
guage sentences against regular expression patterns for col-
lecting specific pieces of commonsense knowledge.
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OMCS employs a purely syntactical approach encompass-
ing stopwords, punctuation removal, word stemming to iden-
tify commonsense concepts. Part-of-speech (POS) tagging
involves annotating syntactic structure with language-specific
parts of speech. Related work includes tag sequence proba-
bility [7], while more recent approaches use lexical probabil-
ities [26]. Statistical parsing has been possibly the most
widely adopted technique for collecting information from
text [8], together with active learning, which aims to select
effective features [13, 25]

With respect to semantic similarity detection, previous
work has mainly employed machine learning techniques such
as support vector machines [14], latent semantic indexing [9],
linear discriminant analysis [5], and kernel functions [22].

3. CONCEPT EXTRACTION
The aim of the proposed concept extraction technique is to

break text into clauses and, hence, deconstruct such clauses
into small bags of concepts (SBoC) [3], in order to feed these
into a commonsense reasoning algorithm. For applications
in fields such as real-time HCI and big social data analysis,
in fact, deep natural language understanding is not strictly
required: a sense of the semantics associated with text and
some extra information (affect) associated to such semantics
are often enough to quickly perform tasks such as emotion
recognition and polarity detection.

3.1 From Sentence to Verb and Noun Chunks
The first step in the proposed algorithm breaks text into

clauses. Each verb and its associated noun phrase are con-
sidered in turn, and one or more concepts is extracted from
these. As an example, the clause “I went for a walk in the
park”, would contain the concepts go walk and go park.

The Stanford Chunker [16] is used to chunk the input text.
A sentence like “I am going to the market to buy vegetables
and some fruits” would be broken into “I am going to the
market” and “to buy vegetables and some fruits”. A gen-
eral assumption during clause separation is that, if a piece
of text contains a preposition or subordinating conjunction,
the words preceding these function words are interpreted not
as events but as objects. The next step of the algorithm then
separates clauses into verb and noun chunks, as suggested
by the following parse tree:
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3.2 Obtaining the Full List of Concepts
Next, clauses are normalized in two stages. First, each

verb chunk is normalized using the Lancaster stemming al-
gorithm [20]. Second, each potential noun chunk associated
with individual verb chunks is paired with the stemmed verb
in order to detect multi-word expressions of the form ‘verb
plus object’.

Objects alone, however, can also represent a commonsense
concept. To detect such expressions, a POS-based bigram
algorithm checks noun phrases for stopwords and adjectives.
In particular, noun phrases are first split into bigrams and
then processed through POS patterns, as shown in Algo-
rithm 1. POS pairs are taken into account as follows:

1. ADJECTIVE NOUN : The adj+noun combination and
noun as a stand-alone concept are added to the objects
list.

2. ADJECTIVE STOPWORD : The entire bigram is dis-
carded.

3. NOUN ADJECTIVE : As trailing adjectives do not
tend to carry sufficient information, the adjective is
discarded and only the noun is added as a valid con-
cept.

4. NOUN NOUN : When two nouns occur in sequence,
they are considered to be part of a single concept. Ex-
amples include butter scotch, ice cream, cream biscuit,
and so on.

5. NOUN STOPWORD : The stopword is discarded, and
only the noun is considered valid.

6. STOPWORD ADJECTIVE: The entire bigram is dis-
carded.

7. STOPWORD NOUN : In bigrams matching this pat-
tern, the stopword is discarded and the noun alone
qualifies as a valid concept.
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Data: NounPhrase
Result: Valid object concepts
Split the NounPhrase into bigrams ;
Initialize concepts to Null ;
for each NounPhrase do

while For every bigram in the NounPhrase do
POS Tag the Bigram ;
if adj noun then

add to Concepts: noun, adj+noun

else if noun noun then
add to Concepts: noun+noun

else if stopword noun then
add to Concepts: noun

else if adj stopword then
continue

else if stopword adj then
continue

else
Add to Concepts : entire bigram

end
repeat until no more bigrams left;

end

end
Algorithm 1: POS-based bigram algorithm

The POS-based bigram algorithm extracts concepts such
as market, some fruits, fruits, and vegetables. In order to
capture event concepts, matches between the object con-
cepts and the normalized verb chunks are searched. This is
done by exploiting a parse graph that maps all the multi-
word expressions contained in the knowledge bases (Fig. 1).

Such an unweighted directed graph helps to quickly de-
tect multi-word concepts, without performing an exhaustive
search throughout all the possible word combinations that
can form a commonsense concept.

Single-word concepts, e.g., house, that already appear in
the clause as a multi-word concept, e.g., beautiful house, in
fact, are pleonastic (providing redundant information) and
are discarded. In this way, the algorithm 2 is able to ex-
tract event concepts such as go market, buy some fruits, buy
fruits, and buy vegetables, representing SBoCs to be fed to
a commonsense reasoning algorithm for further processing.

Data: Natural language sentence
Result: List of concepts
Find the number of verbs in the sentence;
for every clause do

extract VerbPhrases and NounPhrases;
stem VERB ;
for every NounPhrase with the associated verb do

find possible forms of objects ;
link all objects to stemmed verb to get events;

end
repeat until no more clauses are left;

end
Algorithm 2: Event concept extraction algorithm

Figure 1: Example parse graph for multi-word
expressions

4. SIMILARITY DETECTION
Because natural language concepts may be expressed in a

multitude of forms, it is necessary to have a technique for
defining the similarity of multi-word expressions so that a
concept can be detected in all its different forms.

The main aim of the proposed similarity detection tech-
nique, in fact, is to find concepts that are both syntacti-
cally and semantically related to the ones generated by the
event concept extraction algorithm, in order to make up for
concepts for which no matches are found in the knowledge
bases. In particular, the POS tagging based bigram algo-
rithm is employed to calculate syntactic matches, while the
knowledge bases are exploited to find semantic matches.

Beyond this, concept similarity may be exploited to merge
concepts in the database and thus reduce data sparsity.
When commonsense data is collected from different data
sources, in fact, the same concepts tend to appear in dif-
ferent forms and merging these can be key for enhancing
the commonsense reasoning capabilities of the system.

4.1 Syntactic Match Step
The syntactic match step checks whether two concepts

have at least one object in common. For each noun phrase,
objects and their matches from the knowledge bases are ex-
tracted, providing a collection of related properties for spe-
cific concepts. All the matching properties for each noun
phrase are collected separately. The sets are then compared
in order to identify common elements. If common elements
exist, phrases are considered to be similar. We deduce such
similarity as shown in Algorithm 3.

4.2 Semantic Similarity Detection
Semantic similarity can be calculated by means of multi-

dimensional scaling [5] on a matrix whose rows are natural
language concepts (e.g., dog or bake cake), whose columns
are commonsense features (e.g., isA-pet or hasEmotion-joy),
and whose entries indicate truth values of assertions.

567



Data: NounPhrase1, NounPhrase2
Result: True if the concepts are similar, else False
if Both phrases have atleast one noun in common then

Objects1 := All Valid Objects for NounPhrase1;
Objects2 := All Valid Objects for NounPhrase2;
M1 = matches from KB for
M1 := ∅ ;
M2 := ∅ ;
for all concepts in NounPhrase1 do

M1 := M1 ∪ all property matches for concept ;
end
for all concepts in NounPhrase2 do

M2 := M2 ∪ all property matches for concept ;
end
SetCommon = M1 ∪ M2 ;
if length of SetCommon > 0 then

The Noun Phrases are similar
else

They are not similar
end

Algorithm 3: Finding similar concepts

In particular, we use AffectNet1 [3] (hereafter termed A),
a 14,301 × 117,365 matrix of affective commonsense knowl-
edge. In A, each concept is represented by a vector in the
space of possible features whose values are positive for fea-
tures that produce an assertion of positive valence (e.g., “a
penguin is a bird”), negative for features that produce an
assertion of negative valence (e.g., “a penguin cannot fly”),
and zero when nothing is known about the assertion.

The degree of similarity between two concepts, then, is the
dot product between their rows in A. The value of such a dot
product increases whenever two concepts are described by
the same features and decreases when they are described by
features that are negations of each other. In particular, we
use truncated singular value decomposition (SVD) [27]: the

resulting matrix2 has the form Ã = Uk Σk V
T
k and is a low-

rank approximation of A, the original data. This approxima-
tion is based on minimizing the Frobenius norm of the differ-
ence between A and Ã under the constraint rank(Ã) = k.
For the Eckart-Young theorem [10], it represents the best
approximation of A in the least-square sense, in fact:

min
Ã|rank(Ã)=k

|A− Ã| = min
Ã|rank(Ã)=k

|Σ− U∗ÃV |

= min
Ã|rank(Ã)=k

|Σ− S|

assuming that Ã has the form Ã = USV ∗, where S is
diagonal. From the rank constraint, i.e., S has k non-zero
diagonal entries, the minimum of the above statement is
obtained as follows:

min
Ã|rank(Ã)=k

|Σ− S| = min
si

√√√√ n∑
i=1

(σi − si)2 =

= min
si

√√√√ k∑
i=1

(σi − si)2 +

n∑
i=k+1

σ2
i =

√√√√ n∑
i=k+1

σ2
i

1http://sentic.net/affectnet.zip
2http://sentic.net/affectivespace.zip

Figure 2: Vector space model for reasoning on the
semantic relatedness of commonsense concepts

Therefore, Ã of rank k is the best approximation of A in
the Frobenius norm sense when σi = si (i = 1, ..., k) and the
corresponding singular vectors are the same as those of A.
If we choose to discard all but the first k principal compo-
nents, commonsense concepts are represented by vectors of
k coordinates, which can be seen as describing multi-word
expressions in terms of ‘eigenconcepts’ that form the axes of
the resulting vector space, i.e., its basis e0,...,ek−1 (Fig. 2).

Thus, by exploiting the information sharing property of
truncated SVD, concepts with similar meaning are likely to
have similar semantic features - that is, concepts conveying
the same semantics tend to fall near each other in the space.
Concept similarity does not depend on their absolute posi-
tions in the vector space, but rather on the angle they make
with the origin. In order to measure such semantic relat-
edness, then, Ã is clustered by using a k-medoid approach
[21]. Differently from the k-means algorithm (which does
not pose constraints on centroids), k-medoids do assume
that centroids must coincide with k observed points. The
k-medoids approach is similar to the partitioning around
medoids (PAM) algorithm, which determines a medoid for
each cluster selecting the most centrally located centroid
within that cluster.

Unlike other PAM techniques, however, the k-medoids al-
gorithm runs similarly to k-means and, hence, requires a sig-
nificantly reduced computational time. Given that the dis-
tance between two points in the space is defined asD(ei, ej) =√∑d′

s=1

(
e
(s)
i − e

(s)
j

)2
, the adopted algorithm can be sum-

marised as follows:

1. Each centroid ēi ∈ Rd′ (i = 1, 2, ..., k) is set as one of
the k most representative instances of general cate-
gories such as time, location, object, animal, and plant;

2. Assign each instance ej to a cluster ēi
if D(ej , ēi) ≤ D(ej , ēi′) where i(i′) = 1, 2, ..., k;

3. Find a new centroid ēi for each cluster c so that∑
j∈Cluster cD(ej , ēi) ≤

∑
j∈Cluster cD(ej , ēi′);

4. Repeat step 2 and 3 until no changes are observed.
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5. EVALUATION
A manually labeled dataset of 200 multi-word concept

pairs were considered for evaluating the similarity detection
capabilities of the developed parser3.

Such pairs were randomly selected from a collection of
different knowledge bases, namely: DBPedia [1], Concept-
Net [23], NELL [6], and tuples obtained from Google N-
grams [24], containing about 9 million triples. As a base-
line, we considered the syntactic similarity algorithm alone;
then, we calculated semantic similarity by means of multi-
dimensional scaling; finally, an ensemble of both approaches
was employed. Results are shown in Table 1.

A goldset of 50 natural language sentences, moreover, was
selected to test how the ensemble application of concept ex-
traction and semantic similarity detection can improve se-
mantic parsing, with respect to the POS-based bigram algo-
rithm alone and a näıve parser that only uses the Stanford
Chunker and the Lancaster stemming algorithm. Results
are listed in Table 2.

Algorithm Precision Recall F-measure
Syntactic similarity 65.6% 67.3% 66.4%
Semantic similarity 77.2% 70.8% 73.9%
Ensemble similarity 85.4% 74.0% 79.3%

Table 1: Performance of different similarity detec-
tion algorithms over 200 concept pairs

Algorithm Concept extraction accuracy
Näıve parser 65.8%

POS-based bigram 79.1%
POS-based + similarity 87.6%

Table 2: Performance of different parsing algorithms
over 50 natural language sentences

6. CONCLUSION AND FUTURE WORK
In this paper, we proposed a novel approach for effectively

extracting event and object concepts from natural language
text, aided by a semantic similarity detection technique ca-
pable of effectively finding syntactically and semantically re-
lated concepts. We also explored how knowledge may be
used to expand the reach of matching algorithms and com-
pensate for database sparsity.

Future work will involve exploration of how commonsense
knowledge may be repurposed to generate even more knowl-
edge by using existing commonsense to detect natural lan-
guage patterns and, hence, match such patterns on new texts
in order to extract previously unknown pieces of knowledge.

In addition, work will be undertaken exploring how to
create ad hoc knowledge extraction algorithms that output
data ideal for immediate entry into specific commonsense
knowledge representation and reasoning systems.
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