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Abstract—Sentiment analysis or recognizing emotions from
short and noisy text from social networks such as twitter has
been a challenging task. Most of the existing models use word
level embeddings for the final classification of the sentiments. This
paper proposes a novel representation of short text derived from
a combination of word embeddings and character embeddings
using Bidirectional LSTM (BiLSTM). Along with this, we use
attention mechanism that learns to focus on sentiment specific
words. Robust representation of short text can be applied
for sentiment classification as well as predicting intensity of
sentiments. This paper presents evaluation of proposed model
on classification as well as regression dataset. Results show
significant improvement in results as compared to baselines of
respective datasets.

Index Terms—Deep learning, LSTM, Sentiment analysis.

I. INTRODUCTION

In natural language processing, sentiment classification
refers to the task of labeling a text as emanating positive or
negative sentiment as a whole. On the other hand, emotion
recognition is the task of associating words, phrases or doc-
uments with a set of predefined emotions from psychological
models like fear, joy, anger, sadness, disgust, anxiety, surprise
etc. The strength of the emotions expressed in text helps to
quantify and compare subjective expressions and can be used
downstream as well.

Twitter, with its large social reach, has become a rich
source of user sentiments and emotions, with far reaching
consequences in shaping the future of products, services
or organizations. Due to limitations imposed on the max-
imum number of characters that can be used in a single
tweet, users continuously devise novel and innovative ways to
communicate often defying the traditional language syntax.
Thus the resulting text can be highly ”noisy” for traditional
Natural language processing algorithms and mechanisms that
are designed to use Part of speech tags and dependency
tags. In recent times, several deep learning models have
been proposed for these tasks. While we shall be discussing
some the important initiatives in the next section, it may
be pointed out here that most of these use ’word’ based
approaches. Our observation is that tweets specifically, and
user-generated text on social media more commonly, often
use innovative expressions using new or out of vocabulary
words in combination with icons, numbers and symbols to
express themselves. Word-based systems fail to learn these

expressions effectively, thereby affecting the performance of
emotion recognition or sentiment classification down the line.

In this paper, we propose a combination of word level
representation to learn macro level features and character
level representation to learn micro level features for different
emotion classes, using Bidirectional LSTMs, initially proposed
in [1]. In addition, we propose the use of attention mechanism
to enhance the performance of the learning systems. We show
that the proposed combination out-performs state of the art
sentiment classification mechanisms. We also show that given
specific emotion labels, the proposed network can predict the
intensity of the emotion correctly by posing it as a regression
problem.

II. RELATED WORK

Traditional sentiment analyzers [2]–[4] that worked fine
with well-written texts, face challenges at lexical, syntactic and
semantic levels when dealing with tweets [5].The state-of-the-
art approaches to sentiment analysis of social media data work
on three point scale of sentiments using word embeddings.
Two different word embeddings are used for this purpose -
word2vec [6] and Glove [7].

In [8], learning of sentiment specific word embedding is pre-
sented. The embeddings were learnt from a large corpus using
word2vec model, while convolutional Neural networks (CNN)
followed by max-pooling [9]–[11] were used as classifier. In
[12] distant-supervised method to learn set of embeddings
using word2vec and glove, stacked layers of CNN and gradient
boosting trees are used for classification.

Distant-supervised methods presented in [8], [12] have core
dependency on massive data that needed to be mined based on
emoticons. Positive and negative emotions can be misleading
as presented in [13]. In addition, sarcasm present in tweets
can altogether confuse a system, since emoticons or words
used in sarcastic text do not correspond to the actual emotions
expressed [3]. Further, these methods cannot take care of
learning to predict the granularity of emotions, say for example
in a range of 0 to 1.

In past literature, lexicon-based features have been used
along with neural network models to predict intensity of
emotions [14]–[21]. However these features are not helpful
since they depend on domain-specific fixed dictionaries.



In this paper, we have proposed methods which can ef-
fectively detect the intensity of an emotion and classify
sentiment to three or five point scale without depending on
fixed vocabularies.

Rest of the paper is organized as follows, section III
describes the proposed models and deep learning modules
such as LSTM, CNN and BiLSTMs and the motivation behind
choosing them. In section IV discussion on experimentation
related to SemEval and WASSA dataset is presented. Finally
section V concludes the paper.

III. PROPOSED METHOD

Text from twitter possesses a high degree of variation with
respect to grammatical structure and syntax. As mentioned
earlier twitter imposes the character limit of 140 to a single
tweet. This limit excludes the user mentions, where user
mention is defined as mentioning user-names of the user in
the tweet. In addition to this, a emoticon is considered as a
single character if it has been encoded in UTF format. Twitter
text also contains hyperlinks to video and images that are
posted along with a tweet. Not all these features are required
for emotion analysis. A preprocessing of text is carried out to
remove unnecessary elements before feeding it to the network.
The details of this step are given later.

Datasets that are available for sentiment analysis are crowd-
sourced and annotated by a large group of users. Since
sentiment itself is a subjective matter, users may have different
perception of sentiments for the same text. Besides, a users
inherent beliefs or knowledge also play a role in sentiment
perception. Table I shows sample tweets from SemEval-2016
dataset to illustrate these. Class represents the sentiment of that
tweet, -2 being most negative, 2 being most positive and 0 is
neutral. The first two tweets, though same have got different
classes assigned by different users. The last two tweets are
almost similar apart from the names of people, where Angela
Merkel is replaced by Bobby Jindal, but their sentiment classes
are different. This kind of dependency is very hard to capture
from word embeddings that are pre-trained. It is observed that
this kind of noise becomes more evident as the granularity of
sentiment prediction increases.

Training our own embeddings is not possible for this kind
of tasks as annotated data is in order of hundreds, which
is very low for learning embeddings. We propose that these
types of dependencies can be tackled by using character level
embeddings.

Table II shows another set of tweets from WASSA dataset.
In this dataset, a tweet is presented with an underlying emotion
and its intensity. First two tweets from this dataset are also
similar apart from a hashtag word that is present in the latter.
Using of hashtags is common practice in social networks
where user associate a sentence to one or more hashtags.
The hashtags maybe combinations of one more words without
any separation. The sentiment intensity associated to both of
this tweet differ to a considerable extent just because of a
presence of single hashtags. The third and fourth tweets in
this table illustrate another unique nature of hashtags that are

being used. They are combinations of words and digits which
are not possible to be found in pre-trained embeddings.

Character level embeddings are necessary to create repre-
sentations of this kind of out of vocabulary words. In addition
to character level embeddings, we propose that dependencies
of emotions on hashtags can be modeled using Attention
mechanisms that have gained popularity in the field of com-
puter vision.

Fifth and sixth tweets in the table are interesting examples,
where we have same hashtags depression and anxiety yet we
have a drastic difference in the intensity levels. The sequence
of words and context also play a major role and relying on
just hashtags is not sufficient. Last two tweets are on another
side of a spectrum where an addition of hashtags does not
cause any change in the resulting intensities. The proposed
method to use combinations of word-level and character level
embeddings along with attention mechanism can handle all
these cases quite effectively. We now present the sequence of
steps followed to process the tweet texts and learn classifica-
tion models to predict sentiment or emotion intensities.

A. Preprocessing

As stated earlier text from tweets is inherently noisy. They
contain twitter specific words along with hashtags and user-
name mentions. For word and character level models, two sets
of data are generated from raw data. For word level following
cleaning is applied,

• Hashtags are important markers for determining senti-
ment or user intent often user mention popular hashtags
to show their intent. The ”#” symbol is removed and the
word itself is retained.

• Username mentions, i.e.words starting with ”@”, gener-
ally provide no information in terms of sentiment. Hence
such terms are removed completely from the tweet. If
however, the text contains multiple tweets as part of a
single conversation, the user mentions would have been
an important aspect.

• Links Hyperlinks are removed as they convey no infor-
mation about the sentiment present in the text.

• Emoticons (for example, ‘:(’, ‘:)’, ‘:P’ etc) are removed.
• Extra spaces are removed.

While for character level model, user mentions and hashtag
symbol is removed as described earlier, whereas emoticons
are replaced with corresponding description of that emoticon,
for e.g., U+1F600 is replaced by word ‘face with smile’. This
modification helps in capturing sentiments described by this
emoticon in form of text.

B. Proposed Architecture

Proposed model is shown in Figure 1. There are two parallel
processing layers which takes word and character as inputs to
predict the intensity or class of sentiment. Text is preprocessed
before feeding into the model as explained earlier. Details of
each module is explained in following sections.



TABLE I
SAMPLE TWEETS FROM SEMEVAL-2016 DATASET

Tweets Class
Did you know that ’Angela Merkel’ was Trending Topic on Wednesday 2 for 6 hours in Sweden? trndnl 0
Did you know that ’Bobby Jindal’ was Trending Topic on Friday 24 for 7 hours in Baton Rouge? trndnl 1

When you realize classes start the 9th so the AC/DC concert will be the best concert since Eminem and Jay-Z thatwasgoat 2
When you realize classes start the 9th so the AC/DC concert will be the best concert since Eminem and Jay-Z thatwasgoat 1

TABLE II
SAMPLE TWEETS FROM WASSA DATASET

Tweets Emotion Intensity
@huwellwell One chosen by the CLP members! MP seats are not for people to dole out to their mates, we

elect candidates. #fuming anger 0.682

@huwellwell One chosen by the CLP members! MP seats are not for people to dole out to their mates, we
elect candidates. anger 0.438

Having a terrific Tuesday? Crush it today with the Power of 4. Treat your internet like Pizza =D #PowerOf4 fear 0.250
I’m excited for the #FirstDayofFall & the rest of the season. I have 2 #Halloween #scare events I’m covering

for @ThrillzCo in the next week fear 0.188

Panic attacks are the worst. Feeling really sick and still shaking. I should be a sleep. #anxiety #depression sadness 0.917
How brave are the young individuals that have opened up to us about their #depression and #anxiety to help

raise awareness!! @beyondblue sadness 0.479

This is not me brown nosing but I’ve listened to lots of housing ministers but @GavinBarwellMP #nhf16
impressed me more than any joy 0.354

This is not me brown nosing but I’ve listened to lots of housing ministers but @GavinBarwellMP #nhf16
impressed me more than any #optimism joy 0.354

C. Embeddings

Processed text from tweets is converted to fixed dimension
vector using pre-trained embeddings available in the literature.
In this paper we have used pre-trained GloVe Word Embed-
dings [7] which were trained over large corpus of tweets.
Pre-trained embeddings of 25, 50, 100 and 200 dimensions
are provided. For this work, we use the 200-dimensional
vectors. In addition to this, character embeddings were used
which were trained on 840 Billion tokens from common crawl
dataset1. It provides 300 dimension vector for each character.
There are total 94 characters included which contains all
alphabets lower and upper case along with numbers and
punctuations.

Tweet can be represented in form of matrix using word
embeddings as 〈nw × dw〉, where nw is maximum number
of words present in a tweet and dw is the dimension of each
word embedding. For this paper we have assumed nw = 40,
this assumption is in line with the 140 characters limit on each
tweet. Each tweet is thus represented as a 〈40× 200〉 matrix.
Zeros are appended in the beginning if number of words is
less than nw in a tweet.

Tweet can also be expressed as a sequence of characters
with its corresponding dimension generating a matrix. Let us
denote this matrix with dimension as 〈nc × dc〉, where nc is
the maximum number of characters present in a tweet and
dc is the dimension of each character. As stated earlier a
emoticon is replaced by text we assume nc in a tweet to be
180. Therefore, each tweet can be represented as a 〈180×300〉
character embedding matrix.

1https://github.com/minimaxir/char-embeddings

D. Bidirectional LSTM Recurrent Neural Networks

Recurrent networks have been effective in handling tempo-
ral data. Most commonly, recurrent neural networks (RNNs)
are trained with stochastic gradient descent (SGD), where
the gradient of the training criterion is computed with the
backpropagation through time algorithm [22]–[24]. Long Short
Term Memory networks (LSTM) [25] are special case of
RNNs where they tackle the classical problem of vanishing (or
exploding) gradients [26]. LSTM architecture that is used here
is same as proposed in [27] which is governed by following
equations,

it = tanh(Wxixt +Whiht−1 + bi)
jt = sigm(Wxjxt +Whjht−1 + bj)
ft = sigm(Wxfxt +Whfht−1 + bf )
ot = tanh(Wxoxt +Whoht−1 + bo)

ct = ct−1 ⊕ ft + it ⊕ jt
ht = tanh(ct)⊕ ot

In these equations, the W∗ variables are the weight matrices
and the b∗ variables are the biases. The operation⊕ denotes the
element-wise vector product. The variable ct denotes memory
of LSTM at time step t. ht is referred to as hidden state.

Bidirectional recurrent neural networks (BRNNs) were ini-
tially proposed in [1] for speech recognition task. Gradually
they have been applied to different tasks like parsing [28] and
spoken language understanding [29]. Bidirectional Long Short
Term memory (BiLSTM) networks are BRNNs using LSTM
hidden layers which were proposed in [30]. BiLSTMs are two
LSTM stacked over each other. Forward pass processes the
information from t = 1 − T while, backward pass processes
information from t = T − 1. Equations for the LSTM layers
remain same and training can be done using stochastic gradient



Fig. 1. Model Architecture

descent as shown in Figure 2.

Fig. 2. Information flow in Bidirectional flow

In this paper we have utilized BiLSTM to effectively capture
long term dependencies over word and character embeddings.
We have used single layer of BiLSTM for both classification
and regression task. In the above equation of LSTM’s, forget
gate bias is initialized to a random value which can prove to be
inefficient as it can introduce problem of vanishing gradient
by a factor of 0.5 [25], [31]. This problem affects the long
term dependencies adversely which is critical to our task. For
this we have initialized forget gate bias bf to value just above
1. This enables the gradient flow in the network [32], [33].
In addition, dropout has been used to avoid over-fitting in
BiLSTM layer. This increase in performance is significant as
reported in the result section.

E. Attention Mechanism

Attention mechanism was recently proposed for modeling
long-term dependencies. It allows for more direct relationships
between state of the model at different point in the temporal
domain. Following the definition from [34], given a model
which produces a hidden state ht at each time step, attention-
based models compute a context vector ct as the weighted
mean of the state sequence h by

ct =

T∑
j=1

αtjhj (1)

where T is defined as the total number of time steps in
sequence and αtj is a weight vector computed at each time
step t for each hidden state ht. These context vectors are then
used to compute a new state sequence s, where st depends on
st−1, ct and the model’s output at t− 1. The weightings αtj

are then computed by,

eij = a(st−1, hj) (2)

αtj =
exp(etj)∑T
k=1 exp(etk)

(3)

where a is function which can be thought of as computing
a scalar importance value for hj , given the value of hj and
the previous state st−1.

This formulation allows new state sequence s to have more
direct access to the entire state sequence h. As a consequence



in word context, output at each time-step of BiLSTM is given
a weightage. This helps in learning to give more focus on
words that are more significant to the task in hand, in our case
sentiment. Output of this attention mechanism can be seen as
a weighted multiplication of hidden states at each time step
of BiLSTM.

F. Fully Connected Layers

We have used 3 layers of fully connected neurons including
output layer. For classification, output layer contains 5 neurons
as number of classes are five for SemEval-2016 dataset with
softmax as activation function for probabilistic categorization.
Whereas for regression task output layer contains 1 neuron and
sigmoid as activation function for predicting intensity values
between 0 − 1. For remaining two fully connected layers,
we have used Scaled Exponential Linear Units (selu) [35]
as activation function. Selu was proposed recently and have
shown improvements in performances by acting self normaliz-
ing layers and removes the need for batch normalization layers.
It can be mathematically expressed as,

selu(x) = λ

{
x ifx > 0

αex − α ifx ≤ 0
(4)

Hidden units of each layer for both the classification and
regression task are shown in Table III

TABLE III
HIDDEN UNITS IN MODEL

Layers Classification Regression
BiLSTM Layer (word) 20 20
BiLSTM Layer (char) 60 70

Fully connected layer 1 40 40
Fully connected layer 2 10 7
Fully connected layer 3 5 1

IV. RESULTS AND DISCUSSION

A. Datasets

Proposed model has evaluated on two datasets namely,
SemEval-2016 dataset and WASSA-2017 dataset. Both of
these dataset concentrates on sentiment represented by a
tweet. SemEval dataset is used as a classification task and
WASSA dataset is used as a regression task. This datasets
were annotated using crowd-sourcing.

1) SemEval-2016 Task 4 Subtask C: This dataset provides a
tweet and its corresponding sentiment class. Classes are most
negative, negative, neutral, positive and most positive denoted
in range of -2 to 2 respectively. Sample tweets of this dataset
are shown in Table I. Task can be summarized as ”Given a
tweet known to be about a given topic, estimate the sentiment
it conveys towards the topic on a five-point scale ranging from
highly negative to highly positive.” Figure 3 shows histogram
of the target class values, high sentiments are rare to find
and that can be reflected in the histogram where most of the
sentiments are in mild positive range.

0
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−2 −1 0 1 2
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Fig. 3. Distribution of class values in SemEval-2016 dataset

2) WASSA-2017 Shared Task on Emotion Intensity: Dataset
was taken from WASSA-2017 Shared Task on Emotion Inten-
sity [36]. Task can be summarized as ”Given a tweet and
its corresponding emotion, predict the intensity score of that
emotion between 0 to 1, 0 being lowest and 1 being highest.”

Sample tweets are presented in Table II. Datasets contains
tweets for four kinds of emotion, and during prediction of
intensity type of emotion is provided. Training distribution of
these 4 emotions are shown in Figure 4, Figure 5, Figure 6
and Figure 7. As observed earlier in this dataset also extreme
emotions are rare and most of the intensity is concentrated
from 0.4-0.8.

Fig. 4. Distribution of Intensity values for Anger Emotion

Data size and distribution over train, development and test
set provided are presented in Table IV. For evaluation purposes
in this paper, train and development set has been used for
training the model and results are presented on test dataset.

TABLE IV
DETAILS OF DATASETS

Dataset Train Development Test
Semeval-2016 5338 1784 20632
WASSA-Anger 857 84 760
WASSA-Fear 1147 110 995
WASSA-Joy 823 79 714

WASSA-Sadness 786 74 673



Fig. 5. Distribution of Intensity values for Fear Emotion

Fig. 6. Distribution of Intensity values for Joy Emotion

B. Evaluation Metrics

Results are reported for official evaluation of the datasets
that used. For SemEval-2016 dataset two different metrics
were used. Modified version of mean absolute error was
used to evaluate models as there is a huge imbalance in the

Fig. 7. Distribution of Intensity values for Sadness Emotion

distribution of classes as explained earlier. The metrics are
presented as follows,

MAEM (h, Te) =
1

|C|

|C|∑
j=1

1

|Tej |
∑

xi∈Tej

|h(xi)− yi| (5)

where yi denotes the true label of item xi, h(xi) denotes its
predicted label, Tej denotes set of documents whose true class
is cj , |h(xi)− yi| denotes the distance between classes h(xi)
and yi. MAEM is a mean absolute error over each class.

For WASSA dataset pearson and spearman correlation were
used as evaluation metrics, Pearson correlation coefficient can
be defined as,

pearson =

∑n
i=1(xi − x̄)(yi − ȳ)√∑n

i=1(xi − x̄)2
√∑n

i=1(yi − ȳ)2
(6)

where xi is the true value, yi is predicted value, x̄ and ȳ are
mean of true and predicted values respectively and n is total
number of samples present. Spearman correlation coefficient
is defined as pearson correlation of ranked variables.

C. Experiments and Discussion

Experiments were conducted using training, development
and test set. Training set was used to train model, while
development set was used for validating the model and tuning
hyper parameters. Results are then reported for test set. Adam
[37] was used as an optimizer for both the tasks with learning
rate as 0.0001 and decay of 10−6. Along with dropout, L2
regularization was used as weight regularize to avoid over-
fitting of the model with a radius as 0.0001.

Table VI shows results on SemEval dataset. We have
considered [38] as baseline for this task which is available
in Standford core NLP suite. Results show that Bidirectional
LSTMs on a word level with dropout and high forget bias
initializer is able to beat baseline. Adding attention to this
improves the results marginally. Also, we have considered
method proposed in [39] as baseline where they have used
1-Dimension CNN followed by max-pooling layer. 1-D CNN
or temporal convnets were proven effective for handwritten
text classification, evaluated over Amazon review dataset. For
baseline, we have used two layer 1-Dimension CNN with
the number of filters as 10 for both layers and filter size
as 8 and 10 respectively. Max pooling of stride 2 was also
applied followed by dropout of 0.2. Incorporating character
level CNN does not provide significant improvement as can
be seen from the results. Our proposed model which uses
word level and character level BiLSTMs and attention over
word level BiLSTMs provide a significant increase in the
performance.

Results on WASSA datasets are presented in Table V.
This task presented a baseline which used embeddings and
lexicons as features and SVM as the final regression model.
As shown in the table, LSTMs and CNN were unable to beat
the baseline due to lack of features. BiLSTMs with dropout
and forget bias initializers provide a significant boost in the
performance. Attention provides a marginal improvement in



TABLE V
RESULTS ON WASSA DATASET

Model Average
Pearson

Average
Spearman

Anger Fear Joy Sadness
Per. Spr. Per. Spr. Per. Spr. Per. Spr.

baseline(task) 0.648 0.641 0.639 0.615 0.652 0.635 0.654 0.662 0.648 0.651
CNN 0.384 0.382 0.237 0.255 0.364 0.361 0.391 0.396 0.544 0.516

LSTM 0.633 0.622 0.579 0.569 0.652 0.636 0.637 0.635 0.664 0.648
BiLSTM 0.631 0.618 0.584 0.569 0.672 0.655 0.618 0.617 0.652 0.632

BiLSTM +
Dropout +

Bias Initilizers
0.669 0.655 0.630 0.606 0.709 0.695 0.651 0.648 0.687 0.673

BiLSTM +
Attention 0.679 0.671 0.641 0.629 0.712 0.697 0.660 0.659 0.702 0.698

BiLSTM +
Attention +
CNN(char)

0.676 0.659 0.640 0.610 0.705 0.693 0.667 0.650 0.692 0.681

Proposed
Model 0.701 0.688 0.672 0.650 0.722 0.702 0.699 0.681 0.730 0.718

TABLE VI
RESULTS ON SEMEVAL DATASET

Models MAEM MAE
Stanford (Baseline) 1.13 0.95

BiLSTM(word) 0.9971 0.5547
BiLSTM(word) + Attention 0.9876 0.5538

BiLSTM(word) + BiLSTM(char) 0.9788 0.5569
BiLSTM(word) + CNN(char) 0.9823 0.5387

Proposed Model 0.9175 0.5541

the performance, although when it is combined with character
level BiLSTMs significant improvement is observed.

V. CONCLUSION

In this paper, robust representation of short text is presented
which can efficiently predict or classify fine grained emotions.
Model presented was evaluated over two datasets and it has
shown significant improvement in the results without taking
into account any hand crafted features. This work can be
expanded to more datasets and can be made more robust if
transfer learning is incorporated over different datasets.
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