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Abstract
Emotion Recognition in Conversation (ERC) is a task aimed at predicting the emotions conveyed by an utterance in a dia-
logue. It is common in ERC research to integrate intra-utterance, local contextual, and global contextual information to obtain 
the utterance vectors. However, there exist complex semantic dependencies among these factors, and failing to model these 
dependencies accurately can adversely affect the effectiveness of emotion recognition. Moreover, to enhance the semantic 
dependencies within the context, researchers commonly introduce external commonsense knowledge after modeling it. 
However, injecting commonsense knowledge into the model simply without considering its potential impact can introduce 
unexpected noise. To address these issues, we propose a dialogue emotion model based on local–global context encoder and 
commonsense knowledge fusion attention. The local–global context encoder effectively integrates the information of intra-
utterance, local context, and global context to capture the semantic dependencies among them. To provide more accurate 
external commonsense information, we present a fusion module to filter the commonsense information through multi-head 
attention. Our proposed method has achieved competitive results on four datasets and exhibits advantages compared with 
mainstream models using commonsense knowledge.

Keywords  Emotion recognition in conversation · Local–global encoder · Commonsense knowledge · Multihead attention

1  Introduction

As an emerging research direction in Natural Language Pro-
cessing (NLP), Emotion Recognition in Conversation (ERC) 
is attracting more and more attention from researchers due to 
its important role in various emotional application areas [1, 
2], such as opinion mining in social media [3–5], health-
care systems based on psychoanalytic tools, and emotion-
ally intelligent and autonomous conversational robots [6–8]. 
Despite significant research achievements in recent years, 
the current models for ERC still need further improvement. 
The main reason is that most models lack the ability to con-
nect the semantic information of context and speakers’ psy-
chological state when modeling utterances and speakers. The 
psychological factors of speakers can enrich the semantic 
information of dialogue. To optimize dialogue and speaker 
modeling using these latent factors, introducing an external 
commonsense knowledge base is necessary.

In recent studies on introducing the external common-
sense knowledge base, Zhong et al. [9] used a graph atten-
tion network to dynamically perceive the emotional informa-
tion of the context. Poria et al. [10] proposed COSMIC, a 
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commonsense-oriented model built on a huge commonsense 
knowledge base. Li et al. [11] further proposed the SKAIG-
ERC model, which chose five commonsense knowledge as 
the mental state of dialogue to construct a graph neural net-
work. Although the models mentioned above have achieved 
reliable results, there is still room for improvement.

Research has shown that long-distance contextual infor-
mation greatly enhances the prediction of speakers’ emo-
tions [12]. However, previous models have not effectively 
integrated intra-utterance information, local contextual 
information, and global contextual information in predict-
ing the emotion of the current utterance. Given the complex 
semantic dependencies among these factors, obtaining utter-
ance vectors that contain information from all three sources 
in conversation scenarios is an urgent challenge in the emo-
tion recognition task (ERC). When people convey emotional 
information in daily conversations, in addition to the seman-
tic information mentioned above, there is also the influence 
of commonsense knowledge [13]. However, most existing 
models only mechanically inject the extracted commonsense 
knowledge, rather than dynamically and organically integrat-
ing the commonsense knowledge into the dialog model. This 
can introduce unexpected noise and greatly reduce the effi-
cacy of commonsense knowledge in ERC [14]. As in Fig. 1, 
we chose a clip from Friends to illustrate these issues.

To address these issues, this paper proposes an ERC 
model based on a local–global context encoder and com-
monsense knowledge fusion attention. Our model is divided 
into two main blocks: the local–global context encoder and 
the commonsense knowledge fusion modules effectively 

integrate semantic information inside the dialogue and 
commonsense knowledge outside the dialogue, respectively. 
They naturally combine the information inside and outside 
the conversation. In order to integrate the information within 
the dialogue, enabling the model to efficiently extract infor-
mation from distant contexts, near contexts, and within 
utterances, we designed the Global-Local Context Encoder. 
Utterances are encoded by the local context encoder to 
obtain intra-utterance and local contextual information. We 
designed a global context encoder stacked on the global state 
to model the relative position of the utterance in the con-
versation, capture global context information, and address 
long-distance dependencies among the utterances. We 
then employ an attention block to process the information 
extracted by the local context encoder and the global context 
encoder to obtain a vector with intra-utterance, local con-
textual, and global contextual information. Commonsense 
knowledge is injected after local–global context encoding to 
help the model better understand context information. While 
commonsense knowledge enriches the context semantics, 
it inevitably introduces noise information, which interferes 
with the context enrichment effect. Therefore, a Common-
sense Knowledge Fusion Attention module is proposed to 
integrate commonsense information and facilitate target 
selection. The commonsense knowledge fusion part first 
generates the inferential commonsense knowledge features 
of each utterance under the specific reasoning relationship 
through the commonsense knowledge generation model 
(COMET) [15]. Then, the different types of commonsense 
knowledge are put into a commonsense knowledge fusion 

Fig. 1   A conversation clip 
between Monica and Chandler 
in MELD dataset. The utter-
ance #2 provides the xWant of 
Monica for #9, and #8 provides 
the intention. Both give posi-
tive and rational hints for #9 to 
predict the negative emotion 
disgust
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module (State Attention), which helps the networks integrate 
commonsense information.

The main contributions of this article can be summarized 
as follows: 

1.	 We propose a local–global context encoder that 
addresses the shortcoming of past encoders that ignore 
long-distance context information and effectively inte-
grates information of intra-utterances, short-distance 
contexts as well as long-distance contexts. It not only 
can obtain richer semantic information at the dialogue 
encoder layer by achieving local and global context sen-
sitivity, but also organically combine information out-
side the dialogue.

2.	 We propose a novel commonsense knowledge fusion 
module that improves the relevance of commonsense 
knowledge in conversations, unlike the past mechanical 
injection of commonsense knowledge into conversation 
models. Weighted selection of different types of com-
monsense knowledge can accurately capture the emo-
tions embedded behind even in conversations with larger 
amounts of data and more complex interactions.

3.	 We evaluate our proposed model on four publicly avail-
able datasets (MELD, IEMOCAP, EmoryNLP, and 
DailyDialog) commonly used in ERC tasks. The results 
show that our model achieves competitive performance 
compared to benchmark models and outperforms other 
models that use commonsense knowledge.

The rest of this article is organized as follows: Sect. 2 
reviews related work; Sect. 3 describes the proposed model, 
including the local–global context encoder, commonsense 
knowledge extraction and fusion, and emotion classifica-
tion; Sect. 4 reports the experimental setup, including the 
experimental data, baseline methods, evaluation metrics, 
and parameter settings; Sect. 5 illustrates and analyzes the 
experimental results; finally, Sect. 6 concludes the article 
and proposes concluding remarks.

2 � Related work

ERC has attracted significant attention from researchers, and 
several methods have been proposed to improve the accuracy 
of recognition, such as multi-modality [16, 17] and multi-
task approaches [18]. In this section, we introduce research 
progress on contextual information modeling and the appli-
cation of commonsense in this area.

2.1 � Contextual information modeling

Contextual information has always been at the core of 
research in the field of Natural Language Processing (NLP), 

and recent studies [19–21] have shown that effective cap-
turing of contextual information can significantly improve 
various NLP tasks. In dialogue data, the utterances near the 
target utterance can be used as contextual information [22]. 
Proper use of contextual information can help the model 
understand the content of the conversation and recognize 
the emotion of the current utterance in context.

Poria et al. [23] proposed the bi-directional contextual 
LSTM (bc-LSTM) model, which has demonstrated through 
experiments that contextual information can help the model 
make correct emotional predictions. The bidirectional LSTM 
module of the model takes advantage of the natural order of 
the recurrent neural network to consider the dialogue content 
as sequential data and effectively captures contextual infor-
mation through neural units at different moments. Zahiri 
et al. [24] proposed a convolutional neural network model, 
which is modeled with sequential patterns for recognizing 
the sentiment of utterances in conversations. Additionally, 
the authors incorporated an attention mechanism between 
multiple layers of convolutions to capture different infor-
mation learned by the layers. The aforementioned meth-
ods are based on the sequence structure to model contex-
tual information. In recent years, the graph neural network 
model has achieved good results in many fields [25]. As 
a result, some researchers have applied the graph neural 
network model to the contextual information modeling of 
ERC. Zhang et al. [26] used a graph model to solve the task 
of dialogue emotion recognition involving multiple peo-
ple. The authors considered each speaker and utterance as 
nodes, and the edges between nodes as context dependen-
cies. These dependencies capture contextual information. 
Shen et al. [27] proposed a model for encoding utterances 
with a directed acyclic graph and a directed acyclic neural 
network. The model combines the advantages of the graph 
neural network model and the sequence model to simulate 
the information flow between the long-distance context and 
the short-distance context in a more intuitive way.

2.2 � Commonsense knowledge

Although progress has been made in using context-assisted 
analysis of dialogue sentiment, limited information is avail-
able within the dialogue [28–30]. To address this limitation, 
researchers have proposed using additional information to 
assist models in understanding dialogue content [31], such 
as commonsense knowledge. With the development of com-
monsense knowledge bases [32, 33], some researchers have 
employed these bases for related tasks [34, 35]. Based on this, 
there are many works that try to combine context and com-
monsense knowledge in other tasks of NLP. Liu et al. [36] 
improves commonsense reasoning in text generation tasks by 
incorporating knowledge graphs into pre-trained models to 
produce more logical and natural sentences as output. Zhang 
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et al. [37] fuses encoded representations from pre-trained 
models and graph neural networks through multi-layer modal 
interactions. Information from one modality is propagated to 
the other so that contextual representations are based on struc-
tured world knowledge and so that linguistic nuances in the 
context inform graphical representations of knowledge. Song 
et al. [38] introduces global and local knowledge constraints 
method which makes the pretrained model better adapt to the 
multilingual knowledge graph completion task. The former is 
used to constrain the reasoning of answer entities, while the 
latter is used to enhance the representation of query contexts.

In the field of ERC, Zhong et al. [9] were the first to use 
a commonsense knowledge base for emotion recognition 
and proposed an ERC model based on external knowledge 
enhancement. The authors introduced external common-
sense knowledge into the model and utilized graph attention 
to make commonsense knowledge dynamic. This method 
incorporates emotional information of the perceptual context 
to give commonsense knowledge emotional characteristics. 
Ghosal et al. [10] used external commonsense knowledge 
to help the model simulate changes in the speaker’s men-
tal state, intention, and emotional state during the dialogue. 
Their objective was to address the difficulties in contextual 
information dissemination and emotion transition monitor-
ing in ERC tasks. Zhu et al. [39] proposed a Transformer 
model for topic-driven and knowledge-aware dialogue analy-
sis. They believe that identifying the topic in the dialogue is 
crucial to understanding the content of the conversation. The 
authors integrated commonsense knowledge into the utter-
ance encoder information through the attention mechanism, 
allowing the utterances to encode the ability to perceive the 
topic of the conversation. In order to explore the potential 
value of commonsense knowledge in ERC, Tu et al. [40] 
proposed Sentic GAT, which tends to select commonsense 
knowledge that correlates with the contextual semantics of 
the target discourse and with the degree of sentiment. Based 
on this, Jiang et al. [41] proposed a GESM approach with 
sentiment consistency to reduce the size of commonsense 
knowledge. It tends to search for knowledge that is emo-
tionally consistent with the vocabulary. After that, a genetic 
algorithm is added to constitute LESM, which is capable of 
selecting the knowledge obtained by GESM, thus effectively 
improving the quality of external knowledge. In particular, 
it can compensate for its limitation of selecting knowledge 
in negative contexts.

3 � Methodology

3.1 � Task definition

Given information about the dialogue and the corresponding 
speaker, the ERC task aims to identify the latent sentiment 

contained in each utterance in a dialogue from a set of pre-
defined sentiment categories, where each utterance has a 
human-labeled sentiment label, such as sadness, happiness, 
fear, etc. Formally speaking, given an input sequence con-
sisting of N utterances {(u1 , p1 ), ( u2 , p2 ), ..., ( uN , pN)}, where 
each utterance ui = {ui,1 , ui,2 , ..., ui,T } is made up of T words 
and spoken by speaker pi . The ERC task requires predicting 
the emotional label ei of each utterance ui.

3.2 � Overview of dialogue emotion model

We propose a dialogue emotion model for the ERC task 
that combines a local–global context encoder and com-
monsense knowledge fusion attention. Figure 2 shows the 
architecture of the proposed model. The model consists 
of two main parts: a local–global context encoder mod-
ule and a commonsense knowledge fusion module. In the 
local–global context encoder, we extract utterance-level 
features and inter-utterance location information to capture 
the contextual information of the dialogue. The extracted 
semantic information is then input into the commonsense 
knowledge fusion module, which incorporates external com-
monsense knowledge extracted by COMET. The output and 
the commonsense state at the previous time step are further 
processed using a gated recurrent unit (GRU) [42] to obtain 
three commonsense states related to the psychological state 
at the current moment: the internal state, external state, and 
intent state. These three states are then input to the common-
sense knowledge fusion module (State Attention) to obtain a 
new state that better describes the psychological situation of 
the speaker. The proposed model leverages contextual infor-
mation from the entire conversation to predict the correct 
sentiment label for each utterance. In the following subsec-
tions, we provide a detailed description of the model design.

3.2.1 � Local–global context encoder

3.2.1.1  Local context encoder  For each utterance in a dia-
logue, it is necessary to extract utterance-level information 
about the intra-utterance and local context from its words. 
To this end, we adopt the modified RoBERTa model, which 
is similar to the BERT Large [43] architecture, proposed by 
Kim et al. [44] as the local context encoder. We treat each 
utterance as a sequence of tokens with an emotion label. 
In this setting, the fine-tuning of the pretrained RoBERTa 
model is performed on the task of utterance classification. 
Specifically, for n utterances { u1 , u2,… , un } in a dialogue, 
we insert a token CLS before each utterance to obtain a 
sequence { cls1 , u1 , cls2 , u2,..., clsn , un }, which was inspired 
by Liu and Lapata [45].

The processed sequence is then classified into its sen-
timent label in a small feed-forward network using the 
activation from the last layer corresponding to the CLS 
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token. In RoBERTa, the sequence { cls1 , u1 , cls2 , u2,..., clsn , 
un } is used as input, and a sequence { xcls1 , x1 , xcls2 , x2,..., 
xclsn , xn } is output.

Each utterance ut is represented by a vector xt ∈ Rn . We use 
these vectors as representations of the utterances, which 
are then accompanied by the text of their previous and next 
utterances.

3.2.1.2  Global context encoder  Global state The purpose 
of global state is to jointly encode the utterance and com-
monsense state to capture a given context. These states 
help analyze the speaker’s psychological state, result-
ing in improved contextual representation. The currently 
encoded utterance xt changes the speaker’s psychological 
state from the immediate previous time-step, capturing 
this change using GRUG . The output of the global state is 
denoted as {G1,G2,… ,Gn}.

Global context encoder We calculate the relative spatial 
separation between the global states at the target time and 
the candidate time, leveraging this positional information to 
enhance the representation of the utterance.

(1)xt = RoBERTa(ut), t ∈ [1, n], ∀xt ∈ Rn

(2)Gt = GRU(Gt−1, xt ⊕ rs(ut),t−1 ⊕ qs(ut),t−1).

Context state The context state, captured by combining 
local and global contexts, stores rich dialogue information. 
In Eq. 5, attention scores �i are calculated over the global 
context encoder with relative position embedding Pi and the 
output of local context encoder xi . This results in higher 
attention scores for utterances that have a greater impact on 
dialogue emotions. Finally, in Eq. 6 we pool the attention 
vector at from the history of the global context encoder with 
the relative position embedding {p1, p2,… , pt−1}.

(3)Pi = Gi ⊕ pembi, i ∈ [1, t − 1].

(4)ai = tanh(Wspi + bs), i ∈ [1, t − 1]

(5)�i =

(

(

ai
Txi

)e/
t−1
∑

i=1

(ai
Txi)

e

)

(6)ct =

t−1
∑

i=1

�iPi.

Fig. 2   Local–global context encoder and commonsense knowledge fusion attention model. CSK means the commonsense knowledge from 
COMET. State Attention is the commonsense knowledge fusion module. FC indicates the fully connected layer
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3.2.2 � Commonsense knowledge fusion

3.2.2.1  Commonsense knowledge feature extract  In this 
stage, we utilize the Commonsense Transformer model 
(COMET) to extract features of commonsense knowledge. 
COMET utilizes the pretrained autoregressive language 
model GPT [46] as its foundation and is equipped with the 
ability to automatically construct knowledge bases through 
training on multiple commonsense knowledge graphs.

COMET is trained on the Atlas of Machine Common-
sense (ATOMIC) [33], which is a compilation of every-
day if-then commonsense knowledge presented in textual 
descriptions, to generate commonsense knowledge struc-
tures. ATOMIC focuses on commonsense knowledge organ-
ized in typed if-then reasoning relations, such as “if X makes 
Y’s coffee, then Y will be appreciative.” ATOMIC focuses 
on event sequences and related social commonsense knowl-
edge, and is a knowledge base for commonsense reasoning 
about daily events. It defines relationships for nine types 
of reasoning: xIntent, xReact, xWant, xEffect, xAttr, xNeed, 
oWant, oReact, and oEffect. Therefore, it can be formalized 
as a triple s, r, o, where s is the subject, r is the relation, and 
o is the object. For example, several tuples related to the 
event “X makes Y’s coffee” can be: ( s = “if X makes Y’s 
coffee”, r = “xIntent”, o = “X wanted to be helpful”), ( s = “if 
X makes Y’s coffee”, r = “oReact”, o = “Y will be apprecia-
tive”), and ( s = “if X makes Y’s coffee”, r = “xEffect”, o = 
“X will get thanked”).

Inspired by Ghosal [10], although COMET is an encoder-
decoder model, we only use the encoder part and discard the 
decoder. To process the input, we concatenate the subject 
phrase U with the relation phrase r and then feed the result-
ing sequence U ⊕ r through COMET’s encoder, extracting 
activations from the final time-step, denoted as CSK. The 
intention behind this is that r is represented in the form of a 
discrete vector after being encoded by the encoder. From the 
perspective of vector space, it is similar to a word vector rep-
resentation and has the ability to represent semantic informa-
tion. COMET can generate commonsense knowledge with 
main event reasoning relations through the decoder because, 
after being trained on the basis of the ATOMIC knowledge 
base, the vector representation of the relation r has certain 
reasoning semantics. Therefore, after the pre-trained encoder 
part of a given relation r, the generated vector representa-
tion is necessary for the subsequent modeling of contextual 
information.

At a more detailed level, Ghosal [10] believes that the 
speaker’s intent state, internal state, and external state are 
all important for understanding the essence of dialogue. 
Therefore, we choose to jointly model these three states to 
understand the speaker’s mental state. Emotion states are 
then modeled in terms of combinations of the three states 
and previous emotion states. These commonsense models 

are performed using Bidirectional GRU cells. The current 
hidden state ht is updated by GRU cells, which take com-
monsense knowledge CSK, context state ct , and the previ-
ous hidden state ht−1 as input, according to the following 
formula:

Three Bidirectional GRU cells, GRUQ , GRUR , and GRUI , 
are used to model the internal state, external state, and intent 
state, respectively.

Internal state The speaker’s internal state is influenced 
by their emotions and the impacts they perceive from other 
speakers. Expressing their feelings or opinions is not always 
done through explicit stances, outward behaviors, or exag-
gerated responses. This state is covert because it includes 
aspects that the speaker may be unwilling to express or is 
considered a characteristic that does not need to be explicitly 
stated. In summary, the influence on the speaker itself is the 
basic factor that constitutes the speaker’s internal state. We 
use GRUQ to model the speaker’s internal state.

External state In contrast to the internal state, the external 
state of the speaker is not hidden; it is all about express-
ing, reacting, and responding. This state is readily visible, 
perceptible, or comprehensible to other speakers. It encom-
passes a range of modalities, including visible expressions, 
the speaker’s speech patterns, acoustic features, as well as 
visual cues like gestures and postures, which collectively 
constitute the external characteristics of the speaker. We use 
GRUR to model the speaker’s external state.

Intent state The intent state represents a commitment to per-
form a specific set of actions. According to Ghosal [10], 
the emotional state of a conversation is always significantly 
influenced by the speaker’s intention. We use GRUI to model 
the speaker’s intent state.

3.2.2.2  Commonsense knowledge fusion  The internal state 
( qs ), external state ( rs ), and intent state ( is ) are passed to a 
commonsense knowledge fusion module (State Attention). 
The State Attention contains a multi-head attention fusion 
module, which helps the network integrate commonsense 
information. Because the intent state has a more significant 
guiding role than the internal state and external state in rec-
ognizing the emotion of the dialogue, we use the intent state 
( is ) as the Query (Q) and Value (V) of the multi-head atten-
tion operation as input to the fusion module.

(7)ht = GRU(ht−1, ct ⊕ CSK)

(8)qs(ut),t = GRUQ(qs(ut),t−1, ct ⊕ CSK(xt)), t ∈ [1, n].

(9)rs(ut),t = GRUR(rs(ut),t−1, ct ⊕ CSK(xt)), t ∈ [1, n]

(10)is(ut),t = GRUI(is(ut),t−1, CSK(xt)), t ∈ [1, n].



2817International Journal of Machine Learning and Cybernetics (2024) 15:2811–2825	

Then, the internal state ( is ) and external state ( rs ) are used as 
the Key (K) of the multi-head attention to adjust the dialogue 
to commonsense attention at any moment.

3.2.3 � Emotion state

The emotional state ultimately determines the speaker’s 
emotion and the emotion of the current utterance. This emo-
tional state is shaped by a combination of internal, external, 
and intent state, which are weighted and integrated to form a 
composite emotional state. Additionally, the speaker’s previ-
ous emotional state can also influence their current emotional 
state and thus impact the emotion conveyed in their current 
utterance. The GRUE formula is shown below:

3.3 � Emotion classifier

Finally, all utterances in the dialogue are classified using a 
fully connected network.

(11)Qt = WQ ⋅ is(ut),t

(12)Vt = WV ⋅ is(ut),t

(13)Kt = WV ⋅ (rs(ut),t, qs(ut),t)

(14)St = Vt
softmax
seq

�

QtK
T
t

√

dk

�

.

(15)et = GRUE(et−1, xt ⊕ St), t ∈ [1, n].

(16)Pt = softmax(Wcet + bc), t ∈ [1, n]

The fully connected layer’s weight and bias values are 
denoted as Wc and bc , respectively. Pt[k] represents the 
probability of the utterance ut belonging to class k, while ŷt 
indicates the ultimate emotion label assigned to utterance ut.

4 � Experimental setup

4.1 � Dataset

We evaluate our model on four datasets: IEMOCAP [47], 
DailyDialog [48], EmoryNLP [24], and MELD [49]. The 
statistics of the dataset are shown in Table 1.

IEMOCAP [47]: IEMOCAP consists of 12 hours of two-
person conversations between ten unique speakers, of which 
only the first eight speakers from sessions one through four 
were used in the training set. Previous work considered six 
emotions : neutral, happy, sad, angry, excited, frustrated. 
We follow the same training and validation set split as Gho-
sal et al.

DailyDialog [48]: DailyDialog is a dataset containing 
two-way conversations about daily life. It contains seven 
emotions : neutral, happiness, sadness, anger, surprise, dis-
gust, fear. More than 83% of the utterances in this dataset 
are labeled as neutral.

MELD [49]: MELD is a dataset that contains multi-
speaker dialogues from the TV series “Friends". The emo-
tion categories are the same as in DailyDialog.

EmoryNLP [24]: EmoryNLP material also comes from 
the TV series “Friends”, which has three or more speakers 
in a conversation. The seven emotions are: neutral, mad, sad, 
scared, powerful, peaceful, joyful.

(17)ŷt = argmax
k

(Pt[k])

Table 1   Data distribution of IEMOCAP, DailyDialog, EmoryNLP, MELD datasets

Dataset Number of dialogue Number of utterance

Train Dev Test Train Dev Test

IEMOCAP 120 31 5810 1623
DailyDialog 11,118 1000 1000 87,170 8069 7740
EmoryNLP 659 89 79 7551 954 984
MELD 1039 114 280 9989 1109 2610

Average dialogue length Average utterance length

IEMOCAP 48 52 12 13
DailyDialog 8 8 8 12 11 12
EmoryNLP 12 11 13 8 7 8
MELD 10 10 9 8 8 8



2818	 International Journal of Machine Learning and Cybernetics (2024) 15:2811–2825

4.2 � Training setup

To extract context-free features, we fine-tune the RoBERTa 
model on the set of all utterances and their corresponding 
sentiment labels in the training data. The fine-tuning process 
is performed with a batch size of 32 utterances, using the 
Adam optimizer with a learning rate of 1e−5. To improve 
the stability of the emotion recognition models trained 
on the MELD and EmoryNLP datasets, residual connec-
tions are used between the first and penultimate layers. The 
parameter settings for the experiment are as follows: For the 
MELD dataset, we employ a batch size of 8 and run for 40 
training iterations, the dropout is 0.5; For IEMOCAP, we 
use a batch size of 16 and conduct 60 training iterations, the 
dropout is 0.25; In the case of the EmoryNLP dataset, our 
batch size is 16, and we train for 30 iterations, the dropout 
is 0.5, while for the DailyDialog dataset, we choose a batch 
size of 8 and proceed with 20 training iterations, the dropout 
is 0.5. The L2 regularization parameter is 3e−4. The training 
of the ERC model involves utilizing the Adam optimizer, 
and a learning rate of 1e−4 is employed.

5 � Results and analysis

5.1 � Baseline methods

In this section, we compare our proposed model with sev-
eral benchmark models published in the ERC field in recent 
years. These models attempt to solve the problem of long-
distance context and incorporate commonsense knowledge 
to enhance dialogue emotion recognition.

CNN [50]: This model stands out as the prevailing choice 
for employing convolutional neural networks in dialogue 
emotion recognition.

DialogueRNN [51]: This model divides the speaker in 
the dialogue into two roles, speaker and listener. Two GRU 
networks are employed to model the historical discourses 
of the two roles. Additionally, a third GRU is utilized to 
aggregate information from the previous two networks 
through a GRU encoder. This configuration simulates the 
interaction between the two roles and models global context 
information.

DialogueGCN [52]: This model uses graph convolutional 
networks to break the fixed timing relationship in RNN-like 
modeling. It models the dialogue using the graph struc-
ture and uses the mechanism of the graph convolutional 
network to help target utterances collect information from 
their neighbor utterances to better judge the sentiment of the 
target utterance.

HiTrans [53]: This model is a two-layer model based on 
the Transformer model. The low-level Transformer is uti-
lized to obtain the vector representation of each utterance in 

the dialogue, while the high-level Transformer is employed 
to model the context and predict the potential emotions of 
the utterance. The model includes a speaker relationship pre-
diction task to enhance training intensity.

DIMMN [2]: Designed with a multiview layer, this model 
fuses the three modalities of text, audio, and video data in 
a dialogue. Additionally, it considers dynamic interactions 
among the modalities and proposes the Dynamic Interaction 
Multiview Memory Network to integrate interaction infor-
mation among the three modalities for emotion recognition 
in the conversation.

KET [9]: This model establishes a hierarchical Trans-
former model using its proposed graph attention mechanism 
and introduces a commonsense knowledge base to aid in 
understanding the semantic content of the dialogue.

Sentic GAT​ [40]: Proposing an attention mechanism for 
context-aware and emotion-aware graphs embedded in com-
monsense knowledge, this model maintains the consistency 
of feelings between commonsense knowledge and the cor-
responding vocabulary. Additionally, it characterizes the 
degree of sentiment coherence with the help of emotional 
intensity.

AutoML-Emo [41]: A Transformer-based model that can 
be used to capture context and incorporate commonsense 
knowledge. Based on this, LESM for reducing commonsense 
knowledge base and GESM based on genetic algorithms are 
extended to better accommodate datasets of different sizes 
and domains.

COSMIC [10]: This model is an improved version of 
DialogueRNN, using bidirectional GRU to encode the 
speaker and refining the speaker’s state, including internal 
state, external state, contextual state, emotional state, and 
intentional state. It uses COMET to generate commonsense 
knowledge for these states.

KI-Net [54]: This model combines sentiment lexicon and 
commonsense knowledge to enhance semantic representa-
tion. A self-matching module is used for internal utterance-
knowledge interaction.

TODKAT [39]: This model captures the meaning of dis-
course in different topic-driven contexts and incorporates 
external commonsense knowledge to model the interlocu-
tor’s intentions and behaviors. It transforms text classifi-
cation into an encoder-decoder form of generative model 
and further improves the accuracy of dialogue emotion 
recognition.

5.2 � Comparison with the benchmark model

Following previous works, for IEMOCAP, EmoryNLP, and 
MELD, we select weighted F1 score as the evaluating met-
ric. For DailyDialog, we select the micro F1 score excluding 
those utterances labeled with neutral.
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Table 2 presents the experimental results of our pro-
posed method compared to benchmark baselines. Our model 
achieves state-of-the-art results on the IEMOCAP and Dai-
lyDialog datasets and competitive results on the MELD and 
EmoryNLP datasets compared to other models. To demon-
strate the importance of selecting commonsense knowledge, 
we have included additional models that use commonsense 
knowledge for comparison.

In comparison to the sequential model DialogueRNN, 
the graph structure model DialogueGCN performs better. 
This suggests that modeling context with a graph network is 
superior to that of the sequential model (RNN). After that, 
HiTrans started to use the two-layer Transformer structure 
to model the context. Although these models use different 
approaches to construct the context inside the dialogue, they 
all lack the injection of commonsense knowledge outside the 
dialogue and thus perform poorly compared to our model.

Comparing with DIMMN, their model extracts more 
information from the feature interactions among the three 
modalities that are useful for analyzing conversations, but 
they also lack help from context as well as external knowl-
edge. It can be seen that for ERC task, the global contextual 
information of textual modality and the injection of knowl-
edge have some advantages over multimodal modeling.

When compared to the KET model, which also incor-
porates external commonsense knowledge, our proposed 
model performs significantly better. This is because we clas-
sify commonsense knowledge into three states and assign 
higher weight to the state that can play a more significant 

role in guiding dialogue emotion recognition. This demon-
strates that the strategic use of commonsense knowledge can 
enhance the optimization effect of commonsense knowledge 
on dialogue emotion recognition.

Comparing with the experimental results of Sentic GAT 
and AutoML-Emo, our experimental results have a clear 
advantage. Although all three perform context-specific 
selection of commonsense knowledge, the local–global con-
text encoder of our model takes into account the interaction 
of distant utterances, neighboring utterances, and intra-utter-
ance information. In addition, these two models consider 
the selection of commonsense knowledge more at the senti-
ment word level, while our model selects the extracted com-
monsense knowledge from the perspective of modeling the 
speaker’s mental state, which is more accurate in predicting 
utterance emotion.

In contrast to COSMIC, which has limited improvement 
on RoBERTa DialogueRNN on the context-rich IEMOCAP 
dataset, our model more effectively combines intra-sentence, 
short-range, and long-range contextual semantic informa-
tion, demonstrating our model’s superiority in context mod-
eling. As shown in Fig. 1, the interaction between long-dis-
tance utterances plays a crucial role in MELD. Moreover, 
our proposed model has improved on the EmoryNLP, Dai-
lyDialog, and MELD datasets, indicating that the weighted 
selection of commonsense knowledge is effective.

In comparison to KI-Net, we have achieved better results 
in two datasets. Despite their innovations in the interaction 
of information inside a conversation with external knowl-
edge, they lack the integration of local context with global 
context when dealing with information inside a conversa-
tion, which results in not providing enough information for 
predicting emotions in a conversation.

Compared to the best performance model TODKAT, we 
outperform it on the IEMOCAP and DailyDialog datasets, 
but fall short on the EmoryNLP and MELD datasets. TOD-
KAT first designed an additional layer dedicated to topic 
detection, and then combined topic-driven information 
with commonsense knowledge based on dialogue context 
information. Experimental results show that combining 
commonsense knowledge with topic-driven information is 
more effective than our method in multi-person dialogues, 
but not as effective in two-person dialogues. Compared to 
our model, the topic-driven approach proposed by TODKAT 
provides a clearer target for complex semantic information 
in the datasets MELD and EmoryNLP with multiple people 
participating in the dialogue, which is conducive to mod-
eling semantic dependencies. However, in the two-person 
dialogue datasets IEMOCAP and DailyDialog, the speaker’s 
psychological state has a greater impact on emotion than the 
topic, and our model’s weighted selection of different com-
monsense states can better describe the speaker’s psycho-
logical state. In the future, topic-driven approaches can be 

Table 2   ERC performance (F1 score) of different approaches on 
IEMOCAP, DailyDialog, EmoryNLP and MELD datasets

Among them, KET, Sentic GAT, AutoML-Emo, COSMIC, KI-Net 
and TODKAT are the application of external knowledge. Symbol ‘–’ 
indicates that no results are given in the corresponding paper. Symbol 
‘#’ indicates that these methods use external commonsense knowl-
edge
Bold values indicate highest score compared to other results

Methods IEMOCAP DialyDialog EmoryNLP MELD

CNN 52.04 50.32 32.59 55.02
DialogueRNN 62.57 55.95 31.7 57.03
DialogueGCN 64.18 – – 58.1
HiTrans 64.5 – 36.75 61.94
DIMMN 64.1 – – 58.6
KET

# 59.56 53.37 34.39 58.18

Sentic GAT# – 53.34 35.27 56.86

AutoML-Emo
# – 54.82 35.77 58.66

COSMIC
# 65.28 58.48 38.11 65.21

KI-Net# – 57.3 – 63.24

TODKAT
# 62.75 58.47 38.69 65.47

Ours 65.74 59.02 38.65 65.28
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incorporated into our model to improve its ability to model 
semantic dependencies.

5.3 � Ablation experiment

We need to evaluate the impact of different modules on our 
model. We removed a relation from our proposed model 
to test the effect of the removed module on the model’s 
performance.

As shown in Table 3, we have conducted three relevant 
ablation experiments on the model proposed in this paper, 
respectively. By removing the global context encoder 
from the model and letting the local context information 
extracted by RoBERTa serve as context state, we can 
observe that the performance of the model on all the four 
datasets is attenuated to different degrees. This suggests 
that local context encoder can effectively model the rela-
tive positions of the utterances in a conversation. After 
that, we also tried to remove the local–global context 
coder from the model, so that the vectors obtained from 
local context coder and global context coder can only be 
used to extract commonsense knowledge features and as 
context state, respectively. The performance of the model 
obtained in this way took a very serious dip, showing that 
the loss of local–global context coder deprives the model 
of its ability to integrate information from inside and 

outside the conversation. Finally, we also tried removing 
the commonsense knowledge fusion module after extract-
ing the commonsense knowledge and only introducing 
three commonsense states. However, we found that the 
model’s performance still degraded on all four datasets, 
which suggests that choosing the appropriate general 
knowledge feature extraction is crucial for improving the 
accuracy of dialogue emotion recognition.

In Fig. 3, we show the effect of increasing the number 
of speakers in a conversation on the dataset MELD for 
both our method and the method that removes the com-
monsense knowledge fusion module (which simply injects 
commonsense knowledge, similar to COSMIC). As the 
number of speakers increases, both our method and the 
method that mechanically injects commonsense knowl-
edge initially show improved performance. Our approach 
achieves competitive performance compared to without 
commonsense knowledge fusion approach. This suggests 
that our method can have outstanding performance when 
dealing with a small number of speakers. However, when 
the number of speakers continues to increase, our method 
shows the same performance degradation as the unselected 
method. By the time the number of speakers comes to 8, 
our method is already below simple common sense injec-
tion. This suggests that when a conversation involves a 
large number of speakers, it becomes difficult for our 
method to be effective.

Table 3   Performance (F1-score) 
of our model and variants with 
some modules removed on four 
datasets

Bold values indicate highest score compared to other results

Method IEMOCAP DailyDialog EmoryNLP MELD

Ours 65.74 59.02 38.65 65.28
w/o Global context encoder 65.42 58.77 38.4 65.15
w/o Local–global context encoder 64.8 57.95 37.93 64.32
w/o Commonsense knowledge fusion 65.33 58.52 38.53 65.03

Fig. 3   F1 scores of conversa-
tions with different number of 
speakers on MELD achieved by 
our method and without com-
monsense knowledge fusion. 
X-axis denotes F1 score; Y-axis 
denotes the number of speakers 
in a dialogue. The dotted line 
denotes the trend line of second-
order polynomial
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5.4 � Impact of different kinds of commonsense 
knowledge states

To determine which commonsense knowledge state plays a 
more important role in guiding dialogue emotion recogni-
tion, we respectively used the three emotional states as the 
parameter Q and V inputs of multi-head attention, and evalu-
ated their effect on the four datasets.

Table 4 shows that on the IEMOCAP and DailyDialog 
datasets, using the intent state as the multi-head attention Q, 
V input slightly reduces the model’s performance compared 
to the external state, while outperforming both the external 
and internal states on the MELD and EmoryNLP datasets. 
We hypothesize that in two-person dialogue datasets such as 
IEMOCAP and DailyDialog, other modalities related to the 
external state, such as external expressions, speech patterns, 
acoustic features, visual expressions, gestures, and postures, 
are more easily perceived by the other speaker. In multi-
person dialogue datasets such as MELD and EmoryNLP, 
the internal and external states of the speaker may be less 
clear, while the intent state may be more closely related to 

the speaker’s psychological state and have a stronger influ-
ence on the dialogue emotion. Therefore, using the intent 
state as the multi-head attention Q, V input better models 
the speaker’s psychological state, leading to a more accurate 
prediction of dialogue emotion.

5.5 � Case study

To demonstrate the effectiveness of our model in combining 
contextual semantic dependencies in the conversation and 
external commonsense knowledge outside the conversation, 
we present a typical case study from the MELD dataset, as 
shown in Fig. 4. Past models have tended to make incor-
rect predictions for such cases with several emotion-shifts 
between utterances, because they ignored the help of distant 
context as well as commonsense knowledge.

In this conversation, after some columns, there are some 
emotion-shifts(neutral, anger) between utterances, and we 
accurately predict the emotion of the target utterance by fus-
ing commonsense states from long-distance, short-distance 
context, and intra-utterance. Utterances #9, #18, #20, and 
#22, all spoken by Rachel, show a clear change in her men-
tal state—from initial disappointment, feeling abandoned by 
Joey, to a final gradual transformation into an angry emo-
tional state.

5.6 � Error analysis

Figures 5, 6, 7, and 8 depict the confusion matrices gen-
erated by our model on the four datasets: EmoryNLP, 
MELD, DailyDialog, and IEMOCAP. The emotional labels 
on the x-axis are manually labeled, while the emotional 

Table 4   Select the qs , rs , and is commonsense knowledge states as the 
performance(F1-score) of the Q, V inputs of the multi-head attention 
on the four datasets

Bold values indicate highest score compared to other results

Q,V IEMOCAP DailyDialog EmoryNLP MELD

qs 65.69 58.17 37.96 64.29
rs 65.82 59.47 38.22 64.55
is 65.74 59.02 38.65 65.28

Fig. 4   Case study from the data-
set MELD. Utterances on the 
left and selected commonsense 
knowledge on the right
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labels on the y-axis represent the predictions made by 
our model. Except for the diagonal line starting from the 
upper-left corner, the intensity of the color represents the 
severity of emotion prediction errors at the corresponding 
position. The heat maps reveal that samples of positive 
emotions, such as happy, happiness, and joy, as well as 
negative samples, such as anger, are frequently predicted 
as neutral. These observations indicate that distinguishing 

between neutral and some less emotional samples in emo-
tion recognition remains challenging for our approach.

Furthermore, we observed errors in predicting specific 
samples. For example, the utterance “Oh, get a room.” is 
incorrectly categorized as joy when its correct emotion label 
should be disgust. This misclassification occurs because our 
model relies solely on contextual and commonsense knowl-
edge, while the MELD dataset is multimodal. The video 
feature of the utterance shows Phoebe feeling disgusted 

Fig. 5   Confusion matrix of IEMOCAP dataset

Fig. 6   Confusion matrix of MELD dataset

Fig. 7   Confusion matrix of DailyDialog dataset

Fig. 8   Confusion matrix of EmoryNLP dataset
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because Chandler and Monica are kissing in front of her; 
it is context-independent, whereas this type of utterance 
requires a combination of video and audio features to cor-
rectly predict emotion.

6 � Conclusion

In this paper, we propose a local–global context common-
sense fusion model for dialogue emotion recognition, ena-
bling more effective utilization of long-distance context 
information and commonsense knowledge. We obtain intra-
utterance, local contextual, and global contextual informa-
tion through the local context encoder and the global context 
encoder. The commonsense fusion module uses a weighting 
mechanism to select the most relevant external common-
sense. The local–global context encoder effectively models 
the complex semantic dependencies among the current utter-
ance, local context, and global context. The commonsense 
knowledge fusion module not only enriches the semantic 
information but also reduces noise information by describ-
ing the speaker’s psychological state. Our method achieves 
competitive performance compared to benchmark models 
on four widely used public datasets. By optimizing the mod-
eling of semantic dependencies and carefully incorporating 
commonsense knowledge, our approach provides a promis-
ing direction for improving ERC model performance.

In future work, we plan to introduce multi-modal infor-
mation and optimize its combination to further enrich 
the semantic information of the dialogue. Additionally, 
describing psychological states through the weight selec-
tion of commonsense is somewhat imprecise, and alternative 
methods may replace multihead-attention. In the context of 
multi-person dialogue, there are still many opportunities to 
optimize the modeling of semantic dependencies, such as 
causal reasoning or the topic-driven approach used in the 
comparison model (TODKAT).
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