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Abstract Word embedding has been proven to be a useful
model for various natural language processing tasks. Tradi-
tional word embedding methods merely take into account
word distributions independently from any specific tasks.
Hence, the resulting representations could be sub-optimal
for a given task. In the context of sentiment analysis, there
are various types of prior knowledge available, e.g., senti-
ment labels of documents from available datasets or polarity
values of words from sentiment lexicons. We incorporate
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such prior sentiment information at both word level and doc-
ument level in order to investigate the influence each word
has on the sentiment label of both target word and context
words. By evaluating the performance of sentiment analysis
in each category, we find the best way of incorporating prior
sentiment information. Experimental results on real-world
datasets demonstrate that the word representations learnt
by DLJT?2 can significantly improve the sentiment analysis
performance. We prove that incorporating prior sentiment
knowledge into the embedding process has the potential to
learn better representations for sentiment analysis.

Introduction

Word embedding is a popular method for natural language
processing (NLP) that aims to learn low-dimensional vec-
tor representations of words from documents. Due to its
ability to capture syntactic and semantic word relationships,
word embedding algorithms such as Skip-gram, CBOW [17,
18] and GloVe [23] have been proven to facilitate various
NLP tasks, such as word analogy [18], parsing [1], POS
tagging [13], aspect extraction [25], temporal tagging [35],
personality recognition [16], and multimodal fusion [27].
The assumption behind these word embedding approaches
is the distributional hypothesis that “you shall know a word
by the company it keeps” [8]. By leveraging on statisti-
cal information such as word co-occurrence frequencies,
word embedding approaches can learn distributional vector
representations that capture semantic meanings of words.
The majority of existing word embedding algorithms
merely take into account statistical information from doc-
uments [17, 18, 23]. The representations learnt by such
algorithms are very general and can be applied to various
tasks. However, they are trained completely independently
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from any specific task; thus, they may not be optimal for a
given NLP task, especially when prior knowledge or aux-
iliary information about such a task is available. Recent
advances in document representation show that incorpo-
rating auxiliary information such as document labels or
links for learning document representations can lead to bet-
ter document classification performance [31, 32]. Thus,
training word embedding for specific tasks by incorporat-
ing prior knowledge should always be done when such
knowledge is available.

In sentiment analysis, there are various types of prior
knowledge available. For example, many datasets provide
sentiment labels for documents, which can be used to form
the word-sentiment distribution, i.e., the empirical probabil-
ity each word has to appear in documents with a particular
sentiment. External sources can also provide prior knowl-
edge. For example, the sentiment polarities of words can
be obtained via some public sentiment lexicons such as
the multi-perspective question answering (MPQA) corpus
[34], NRC [20], and SenticNet [4], which have been demon-
strated to be useful for sentiment analysis. Prior knowledge
carries complementary information that is not available in
word co-occurrence and, hence, may greatly enhance word
embeddings for sentiment analysis. For example, the words
“like” and “dislike” can appear in the same or similar con-
text such as I love reading books and I dislike reading books.
By merely looking at word co-occurrences, we would learn
similar vector representations of “like” and “dislike” as
these have similar lexical behavior. From a sentiment point
of view, however, such vector representation should be
very different as they convey opposite polarity. Hence, by
incorporating prior sentiment knowledge about these two
words, we can build more sentiment-aware word embed-
dings and, hence, learn better distributional representations
for sentiment analysis.

In this paper, we study the problem of learning word
embeddings for sentiment analysis by exploiting prior
knowledge during the embedding learning process. In doing
this, we faced two main challenges: (1) how to mathemati-
cally represent prior knowledge; and (2) how to efficiently
incorporate the prior knowledge into word embedding learn-
ing process. In an attempt to solve such challenges, we
propose novel models that utilize word- and document-level
sentiment prior knowledge. The main contributions of the
paper are listed as follows:

— Providing a principled way to represent sentiment prior
knowledge from both document and word level;

— Proposing a novel framework that incorporates differ-
ent levels of prior knowledge into the word embedding
learning process for better sentiment analysis; and

— Conducting extensive experiments to demonstrate the
effectiveness of the proposed framework and investigat-
ing which types of prior knowledge work better.

@ Springer

The rest of the paper is organized as follows: “Related
Works” reviews related works in the context of senti-
ment analysis; “The Proposed Framework™ introduces the
proposed model in detail and proposes a complexity anal-
ysis; in “Experimental Results”, we conduct experiments
to demonstrate the effectiveness of the proposed models;
finally, “Conclusion” concludes the paper and proposes
future work.

Related Works

Word embedding is a model that aims to learn low-dimensional
continuously-valued vector representations of words and
has attracted increasing attention [2, 6, 11, 17, 19, 23].
The learnt embedding is able to capture semantic and syn-
tactic relationships and thus facilitate many NLP tasks
such as word analogy [18], parsing [1], sentiment anal-
ysis [12], and machine translation [37]. The majority of
existing word embedding algorithms such as Skip-gram,
CBOW][17] and GloVe [23] follow the essential idea of
distributional hypothesis [8], which states that words occur-
ring in the same contexts tend to have similar meanings.
Based on this hypothesis, Skip-gram optimizes word rep-
resentations by finding a center word, which is good at
predicting its neighboring words, and CBOW is good at pre-
dicting the center word given the neighboring words. GloVe
investigates the ratios of word co-occurrence probabilities
for learning word embedding using weighted least square.
These algorithms merely utilize statistical information such
as word co-occurrence from documents in an unsupervised
setting. However, for a given specific task, there is also aux-
iliary information available, which has been proven to be
helpful for learning task-specific word embeddings that can
improve the performance of such a task [14, 36]. For exam-
ple, TWE proposed in [14] exploits the topic information
derived from latent Dirichlet allocation (LDA) for learn-
ing word embeddings that capture topical information and
outperform CBOW on document classification.

Sentiment analysis [3] is a branch of affective computing
[24] that requires tackling many NLP sub-tasks, including
subjectivity detection [5], concept extraction [28], named
entity recognition [15], and sarcasm detection [26]. Many
sentiment analysis algorithms have exploited prior knowl-
edge to improve the classification performance [9, 10, 33].
For example, emotional signals such as “lol” and emoticons
are utilized for sentiment analysis in [10] and [9], respec-
tively. USEA proposed in [33] uses the publicly available
sentiment lexicon MPQA as the indication of word senti-
ment for unsupervised image sentiment analysis. Although
it is of great potential to learn better word embeddings for
sentiment analysis by incorporating prior knowledge, the
work on this is rather limited. SE-HyRank in [30] utilizes
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lexical-level sentiment supervision from Urban Dictionary
and proposed a neural network based model for learning
word embeddings. The proposed framework is different
from SE-HyRank as (1): we investigate various types of
prior knowledge, i.e., sentiment distribution and ratios of
polarity from labels and sentiment weights from sentiment
lexicons; and (2) we propose a novel framework based on
GloVe, which combines the advantage of global matrix fac-
torization, local context window methods and sentiment
prior knowledge; and (3) we investigate which way of
incorporating prior knowledge is better.

The Proposed Framework

Throughout the paper, P stands for the probability and W;
denotes the i-th word in the vocabulary. X;; is the co-
occurrence number of W; and W; in a context window of
size p. Next, we will introduce the details of the proposed
framework.

A Basic Model - GloVe

GloVe is one of the most popular word embedding algo-
rithms [23]. The intuition of GloVe is that good word vectors
can be learnt from the ratios of co-occurrence probabilities.
In particuar, considering three words W;, W; and Wy, let P;y
denote the probability of Wj being the context word of W;,
i.e., W is a neighboring word of W; with W; at the center of
a context window. Then, if ”‘ is close to 1, the vector rep-
resentations of W; and W; should be similar to the vector
representation of Wj. On the other hand, if #z is large, then
the vector representations of W; and W; should be far away
from W;. To reflect the information captured in the ratio of
co-occurrence probabilities, GloVe formulates the intuition
as follows

F (= wp) i) = 75 )
where w; and w; are vector representations of the target
words W; and W; while Wy is the vector representation of
the context word W;. F is a function that we can reflect
the information contained in ’_k However, considering
two target words, say W; “hke” and W;="dislike”, obvi-

ously, we would have f;”‘ A

1 for these two words as
the context of these two Words is very similar. Thus, by
using Eq. 1, we would learn similar vector representations
for “like” and “dislike,” which are not correct for senti-
ment analysis as they have opposite sentiment polarities.
Thus, we should take the prior sentiment information of
words into consideration for learning more meaningful word

embeddings.

Incorporating Prior Sentiment Knowledge

There are many different types of prior sentiment informa-
tion available, which can be generally classified into two
categories, i.e., document-level sentiment and word-level
sentiment. In document-level sentiment, the word sentiment
information is consistent with the labeled document. Let
M;; be the number of word W; appearing in documents of
sentiment category j, j = 1,...,c and c is the number
of sentiment categories. If the prior sentiment information
adopts the distribution, then W;’s sentiment distribution,
S;, can be written as S; (M;1, Mj, ..., Mic)/Zj-Mij.
Alternatively, we can represent the sentiment information
as the ratio between the positive category and negative cat-
egory, which is written as B; = M; pos/aM; peo, Where
a is used to control the sentiment discrepancy. In word-
level sentiment, no document labels are available. The prior
sentiment information comes from the word sentiment dic-
tionary. Generally, each word falls into one of the three cat-
egories {positive, neutral,negative}. We then represent
the word-level sentiment information as
1/a  positive
B, = 1 neutral 2
o negative

where o € (0, 1] is the contrast ratio. The smaller «, the
more significant the contrast is. In the next two sections, we
describe how to incorporate document-level sentiment and
word-level sentiment, respectively.

Incorporating Document-Level Sentiment

As stated previously, by only considering the ratio of co-
occurrence probabilities as in Eq. 1, the learnt embeddings
cannot reflect the sentiments of words. To incorporate the
sentiment information, let us consider replacing % with

g'i - <L, Note that . g’ is a vector and can be seen as
J

a compound sentlment s1m11ar1ty and co-occurrence mea-
sure, where 11,) is the ratio of co-occurrence probability so
as to keep the ablhty of capumng semantic meanings of words
from documents, while S—j is a measure of sentiment similar-
ity so as to capture the sentiments from prior information. Thus,
even if two words such as “like” and “dislike” have the same
contexts so that ;’)_li ~ 1, their sentiment distributions are
different and, hencé correspond to different vector represen-
tations. Wlth replaced by 5 P g—; Eq. 1 is rewritten as
F (lﬁkTw,'S,' - J)ijSj> = M (3)
PjkS;j
where s; and s; are two vectors of length ¢ to match the

size of ”‘S’ and are also to be learnt. Similarly, we can also

replace "‘ by , then s;, 5; are scalars.

@ Springer
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There is no difference between target word and context
when we select them arbitrary in the same corpus, and the
roles of target word and context word are symmetrical. To
keep this consistently, on the right hand of Eq. 3, when
exchanging w < w, it requires F to be a homomorphism
between group (R, +) and (R, %), i.e., [23]

F (ﬁ)kTw,'Si)

F (@Tw~s~ — ﬁ)TwsA) =k 7 4
HI I = o) @

So Eq. 3 is modified into,

F (II)kTw,'S,') _ P S; )

F(wfwjs;j)  PikS;

And we have,
F (17);{ wiSi> = PS; (6)
The solution to Eq. 6 is F'(x) = exp(x), which leads to

exp (II}kTwiSi) = P,‘kS,‘
W] wisi=1og(PixS;)

(N

Note that in Eq. 7, we incorporate the sentiment of the
target word, i.e., S;. We can also incorporate the sentiment
of the context word, which gives

W} wisk=10g(Pi Sk) (8)

For simplicity of notations, we use m = {i, k} to denote the
two cases as

W] Wi sm=10g(Pix Sm) ©)

where m = i means that the prior information is the target
word sentiment, and m = k means that the prior information
is the context word sentiment. By using the fact that

n
Pix = X/ ) Xi
i=1

and
¢

Sm = (Mml» MmZ’ ceey Mmc)/z Mmta
t=1

we have

C
Wi wisy = log(XixMy,) —log (xi ZMm,11XC> (10)

t=1
where
Mm = (Mmls Mm2, cees Mmc)(IXC)
and

1%
Xi = k=1 Xik
with V being the vocabulary size. All the operations are
C
element-wise. Because the term of log(X; Y M, 11%¢) is

n=1
independent of word wy, and has relation with the sentiment

@ Springer

distribution, we can incorporate them into b;s,,. The same
applies to the word wy by adding the additional biases by.sy, .

W] wisy =1og(XixM;) — bism — brsm (11)

After applying the sentiment ratio By, as the prior informa-
tion, we have,

Wi wisy = 10g(XixBm) — log(X;) (12)

where m = {i, k} is the same as in Eq. 9. Unlike the case in
Eq. 10, term of log(X;) is independent of sentiment infor-
mation and word wy. Hence, we apply the bias b; on word
w; and by on word wy.

In text analysis, it is common to have words that appear
few times in the entire dataset. These words could be non-
important words or words that are misspelled, which gener-
ally introduce noise into the dataset. To reduce the effects
of low-frequency words, we introduce a weight function
f(X;;) into the cost function as GloVe does:

(x/Xmax)"

fXij) = { 1 if X < Xmax (13)

otherwise
here n is the attenuation coefficient, the empirical value
is 0.75, and xpax should cover the number of the com-
mon words. With the weight function defined above, the
cost function of incorporating document-level distributional
sentiment on target word (DLJT1) is:

Vv C

~ 2
J= 7 X Y (] wisi-+bisk+ bes ~log(Xiu M)
<

i c=1

(14)

where 5; € R'*¢. And the cost function of incorporat-
ing document-level distributional sentiment on context word
(DLJC1) is:

v c
~ 2
J= 3 f i) Y (0] wisktbisi+bes; —log(Xiu M)
i,k=1 c=1
5)
where s € R!X¢. The cost function of incorporating
document-level sentiment ratio on target (DLJT?2) is:

- 2
f(Xix) (ﬁ)kTwiSi +bi + by — 10g(XikBi)>
1

~
I
M=

1

(16)

where s; is scalar. And the cost function of incorporating
document-level sentiment ratio on context word (DLJC2) is:

J =

i,

. 2
f(Xix) (ﬁ)kTwz'Sk + bi + by — 10g(XikBk))

Vv
k=1

a7)

where sy is a scalar.
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Incorporating Word-Level Sentiment

Since word-level sentiment is also represented as sentiment
ratio form, i.e., B; in Eq. 2, the loss function is similar with
incorporating document-level sentiment ratio of the word.
Specifically, the objective function of incorporating word-
level sentiment ratio of target word (WLJT) is

~ 2
7 =3 £ (8 wisi + by + b — log(Xix By )
i,k=1
()

And the objective function of incorporating word-level sen-
timent ratio of context word (WLJC) is

v
~ 2
T=Y" f(Xu) (lffkTwz'Sk +bi + b — IOg(XikBk))
ik=1
(19)
Time Complexity

From Egs. 14 to 17, besides Egs. 18 and 19, the compu-
tational complexity mainly lies in the number of nonzero
elements in matrix X and the category number ¢ of the
sentiment in document level when we use the sentiment
distribution as the prior information. If the size of the vocab-
ulary is |V, and the corpus size is |C|, the computing time
will not be worse than ¢|V |2. When using the sentiment ratio
or the sentiment value from the lexicons as the prior infor-
mation, the computing time will not exceed |V |?. The scales
of all models mentioned above are no worse than O(|V |?).
To find out the tight bound of the computing complexity,

assume that the frequency rank of word pair r;; in word co-
occurrences follows the power-law function X;; = k/ rg.,
where k = r,ﬁux =|X|P.

The actual computing complexity in document level with
the sentiment distribution as prior information is propor-
tional to the product between sum X and category number
¢, If we could find out the relation between |C| and | X | with
the sentiment distribution as prior information, then both
of tight bound of computing complexity in this model and
computing complexity of other cases will be proven since
c=1

RY k
ICI~ > XijM; =ch—ﬁ=kcH|X‘,,3 (20)
ij r=1

where Hp,, is the generalized harmonic number, and
1-m

Hym = =; +¢m) + 0(n™™),ie.,s >0,s # 1, where

¢ (m) is Riemann zeta function. Hence, we have

c|X| B
IC| Nercg“(ﬂ)IXI +0() (21)

If B > 1, cc(B)|X|P ~ 1, then we have |X| = O(|C|V/#),
while 8 < 1, c¢(B)|X|P ~ 0, then we have |X| = O(|C]).
We can find that there is no influence for category number
¢ on computing complexity, and it is much better than the
worst case O(V?) when 8 > 0.5 and B # 1. The same
applies to the other models presented in this paper.

Experimental Results

In this section, we conduct experiments to evaluate the qual-
ity of the embeddings learnt with the proposed framework
and which way of incorporating sentiment works best. A
good word representation that captures sentiment should be
good at word sentiment analysis and sentence classification.
Thus, we first compare the proposed framework with state-
of-the-art word embedding algorithms on word sentiment
analysis. We also conduct experiments to investigate how
the parameter « would influence the performance. Further
experiments are conducted to evaluate the performance of
the proposed framework for sentence classification.

Datasets

The embedding in “Sentiment Analysis for Words” is learnt
from Stanford Sentiment Treebank (SST) [29], and the
embedding in “Sentiment Analysis of Sentence” is learnt
from MovieReviewl [21]. Apart from SST, dataset of
MovieReview?2 [22] is also used for the sentence classifica-
tion. The labels in each dataset can be used as document-
level sentiments. There are various standard sentiment lexi-
cons such as MPQA, NRC, and SenticNet that can be used
to obtain word sentiments. However, none of the lexicons is
large enough to cover all the words in the vocabulary. Thus,
the best way is to build document-level sentiment dynami-
cally based on words in need. Specifically, we first manually
labeled core seed dictionary. When it comes to a word which
is not in the seed lexicon, we will get its synonym set from
the Urban dictionary! and Youdao? at the same time. We
then seek the intersection I = {I1, I, I3} between the seed
words and the synonym set, where I; denotes the positive
word number, > is the neutral word number and /3 stands
for the negative word number. The sentiment of the word
is neutral when I is empty. Otherwise, the sentiment of the
word will be as follows:

1/a I > max{l, I3}
B = 1 DI, > max{[, I3} 22)
o I3 > max{l, I}

!For example, we extract the synonym of word ‘like” from page http://
www.urbandictionary.com/define.php?term=like

ZFor example, we extract the synonym of word ‘like’ from the page of
http://dict.youdao.com/search?q=like

@ Springer
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where o € (0, 1] is the contrast ratio. With this method,
we can construct the word-level sentiment dictionary in the
corpus of SST [29].

Sentiment Analysis for Words

In this subsection, we conduct experiments of sentiment
analysis for words. We compare the performance of the
proposed framework with state-of-the-art word embedding
algorithms, i.e., CBOW [17], GloVe [23], and SE-HyRank
[30]. Specifically, we first use the SST to train word
embeddings. For DLJC1, DLJC2, DLJT1, DLJT2, we use
document-level sentiment. For WLJC and WLJ2, we use the
word-level sentiment constructed dynamically as describe
above. For each word embedding algorithm, we first learn
word embeddings from the SST [29]. For all models, we
empirically set the vector size of the word embedding to 50,
the learning rate to 0.5, and use the AdaGrad [7] to opti-
mize the cost function. After that, we train classifiers to
perform sentiment analysis of words with the learnt word
vector representation as features. We use NRC and MPQA
as the ground truth of the word sentiments. Note that the
word-level sentiment are constructed dynamically and does
not use any information from NRC and MPQA. We use
the classifiers as Adaboost, support vector machine (SVM),

Table 1 Results of the word sentiment validations

and Naive Bayes (NB) classifier and N fold cross validation
are used to perform the classification test. The results with
N = 5and N = 10 are reported in Table 1. From the table,
we make the following observations:

e Among our proposed models, DLJT1 and DLJC1 have
the worst results, which clearly shows that the senti-
ment distribution as the prior information does not bring
much improvement in sentiment analysis, and it is hard
for word embeddings to imply the prior information by
adding it in the distribution format.

e DLJT2, DLJC2, WLIJT, and WLIJC outperform other
word embedding algorithms such as GloVe, Skip-gram
and CBOW, which suggests that, by incorporating sen-
timent information into the learning process, word
embeddings can capture more meaningful sentiment
information.

e Comparing DLJT2, DLJC2 with WLJT and WLJC, we
find that DLJT2 and DLJC2 slightly outperform WLJT
and WLIJC, respectively. This is because the label infor-
mation is more reliable than the word-level sentiment
constructed dynamically using the seed lexicons. How-
ever, the word-level sentiment is still useful for learning
better word embedding as WLJT and WLIJC signifi-
cantly outperform GloVe.

Embedding N-Fold=5 N-Fold=10

Adaboost SVM NB Adaboost SVM NB

NRC
CBOW 62.36% 61.93% 61.22% 62.46% 61.86% 61.33%
GloVe 60.59% 60.29% 60.42% 60.52% 60.22% 60.25%
SE-HyRank 54.57% 55.07% 50.28% 54.57% 55.07% 51.56%
DLIT1 58.82% 59.08% 59.32% 58.88% 58.28% 59.08%
DLIC1 57.34% 58.45% 59.79% 57.67% 58.51% 59.92%
DLIT2 64.77% 64.92% 64.94% 64.67% 64.94% 64.91%
DLIC2 64.27% 64.70% 64.97% 64.40% 64.87% 64.97%
WLIJT 64.23% 63.43% 61.22% 64.15% 64.12% 62.49%
WLIJIC 64.10% 64.03% 61.32% 63.99% 64.06% 63.26%

MPQA
C&Bow 65.18% 65.82% 64.89% 65.43% 65.57% 64.82%
GloVe 64.11% 64.00% 63.64% 64.07% 64.07% 63.68%
SE-HyRank 60.89% 59.78% 60.79% 60.75% 60.79% 59.21%
DLITI 63.21% 64.36% 63.43% 63.29% 64.47% 63.50%
DLIC1 62.36% 62.68% 63.54% 62.25% 62.39% 63.43%
DLIT2 67.82% 68.75% 67.82% 67.68% 68.39% 67.82%
DLIC2 67.68% 68.43% 67.97% 67.89% 68.39% 67.93%
WLJT 64.57% 64.64% 63.43% 65.53% 65.92% 64.36%
WLIC 66.32% 65.25% 63.43% 66.10% 65.85% 64.50%

Data in italics are best results

@ Springer
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Iteration

Effects of o

In “Incorporating Word-Level Sentiment” and “Datasets”,
the contrast ratio o plays an important role representing
prior sentiment information. In order to find out how the
quality of word embedding changes with different «, we
vary the value of « as {1, 0.75, 0.5, 0.25, 0.1, 0.05, 0.02,
0.01} and learn word embeddings. When o 1, we call
DLIJT2 as DLIT2#1. When o = 0.75, we call call DLJT?2 as
DLIJT2#2, so on so forth, and we call DLJT2 as DLIT2#8
when o = 0.01. The same applies to DLJC2, WLIT and
WLIC.

The objective function values of DLJT2, DLJC2, WLIT,
and WLIJC, in each training iteration are shown in Fig. 1,
where we can see that « is inversely rational to the costs
directly. From Egs. 2 and 22, the smaller the value «, the
larger the distance between positive and negative is. Fur-
thermore, it takes more time to train the long distance value

069 RN —— DLJT2-Adaboost
0.681 2" ——DLJT2-SVM
——DLJT2-NB
. 0.671 XN\ e DLJC2-Adaboost
e 0.661 - DLJIC2-SVM
=t NG S U DLJC2-NB
S 0.65 —— WLJT-Adaboost
< —— WLJT-SVM
0.64 —— WLJT-NB
N T WLJC-Adaboost
0.63 X -~ WLJC-SVM
0.62

0.01

Fig. 2 Sensitivity of « on DLIT2, DLJC2, WLIJT, and WLJC with
word sentiment analysis using Adaboost, SVM and NB

in the loss function. Hence, « should not be too small for
training time efficiency.

To find out the influence of o on the word sentiment
analysis, we vary the value of « as {1, 0.75, 0.5, 0.25,
0.1, 0.05, 0.02, 0.01} and learn embeddings for word senti-
ment analysis. The comparison results are shown in Fig. 2,
where the blue lines are the results of incorporating word-
level sentiment, and the red lines are for document-level
sentiment. Obviously, the results of sentiment analysis accu-
racy with the document-level sentiment is much better than
that using word-level sentiment. Generally, the accuracy
increases with the decrease of «. When « is smaller than
0.05, most of the lines are flat. Based on the results in
Figs. 1 and 2, a value of o within the range [0.01, 0.05] can
generally achieve better results with both word-level and
document-level sentiment.

Sentiment Analysis of Sentence

In this subsection, we further conduct sentiment analysis to
evaluate the quality of word embedding learnt by DLIT2, as
it has the best performance among all the models proposed
for word sentiment analysis. Three datasets MovieReview 1
[21], SST [29], MovieReview?2 [22] are used for the eval-
uation, word embedding is learnt from the MovieReview1
[21], which ensures that the scale of the learnt words

Table 2 The coverage of the learnt words in other datasets

DataSet Corpus_Num Coverage
SST 13799 68.58%
MovieReview2 14696 64.99%

@ Springer
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Fig. 3 The accuracy of the sentiment analysis by using different word
embedding as the initial weight

covering at least 60% of the other datasets, the details are
shown in Table 2. The dataset of MovieReview2 [22] and
SST [29], which are used to do the sentiment analysis with
the pre-trained embeddings, are all split into 80 and 20%
sets and the former set is used for training.

The learnt embeddings are used as input to neural net-
works; the words that are absent from the learnt embeddings
will be initialized randomly. In our experiments, we use
a convolution neural network (CNN) [12] as classifier. To
make comparisons, word embeddings from CBOW [18],
GloVe [23], and SE-HyRank [30] are used as the base-
lines. Both the training episode and the architectures of
CNN are the same for different word embedding algorithms.
The results are reported in Fig. 3. From the figure, we
can see that SE-HyRank has a better performance than that
in word-level sentiment analysis, which is caused by the
neural network structure that it uses (which only focuses
on the abstract information). The proposed model DLJT2
outperforms the other word embedding algorithms, which
suggests that word embedding learnt by DLJT2 can cap-
ture sentiments from different scales for better sentiment
analysis.

Conclusion

In this paper, we investigated the problem of incorporat-
ing sentiment prior knowledge to learn meaningful word
embeddings for sentiment analysis. We proposed a novel
framework that can capture sentiment information of var-
ious types. Time complexity of the proposed framework
is also comparable with the classical word embedding
algorithm GloVe. Experimental results on word sentiment
analysis and sentence sentiment analysis demonstrate the
effectiveness of the proposed framework and show which
prior knowledge is more effective. Parameter analysis was
also performed to investigate the sensitivity of the proposed
framework. In this work, we utilized label information from
sentiment lexicons. As future work, we plan to explore how

@ Springer

to use some strong emotional signals within the corpus for
learning sentiment-specific word embeddings without using
the labeled data or auxiliary lexicons.
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