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Abstract

This survey presents an in-depth review of the transformative role of Nat-
ural Language Processing (NLP) in finance, highlighting its impact on ten
major financial applications: (1) financial sentiment analysis, (2) financial
narrative processing, (3) financial forecasting, (4) portfolio management, (5)
question answering, virtual assistant and chatbot, (6) risk management, (7)
regulatory compliance monitoring, (8) ESG (Environmental, Social, Gover-
nance) and sustainable finance, (9) explainable artificial intelligence (XAI) in
finance and (10) NLP for digital assets. With the integration of vast amounts
of unstructured financial data and advanced NLP techniques, the study ex-
plores how NLP enables data-driven decision-making and innovation in the
financial sector, alongside the limitations and challenges. By providing a
comprehensive analysis of NLP applications combining both academic and
industrial perspectives, this study postulates the future trends and evolution
of financial services. It introduces a unique review framework to understand
the interaction of financial data and NLP technologies systematically and
outlines the key drivers, transformations, and emerging areas in this field.
This survey targets researchers, practitioners, and professionals, aiming to
close their knowledge gap by highlighting the significance and future direction
of NLP in enhancing financial services.
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Analysis, Financial Narrative Processing, Financial Forecasting, Portfolio
Management, Question Answering, Risk Management, Regulatory
Compliance, ESG and Sustainable Finance, Explainable AI, Digital Assets

1. Introduction

In the rapidly evolving landscape of finance, the integration of Natural
Language Processing (NLP) technologies has emerged as a transformative
force, unlocking new dimensions of data-driven decision-making and inno-
vation. This survey aims to explore the multifaceted applications of NLP
techniques within the financial sector, highlighting its profound impact on
areas such as financial sentiment analysis, natural language-based financial
forecasting, portfolio management, financial narrative processing, virtual as-
sistant and chatbot, risk management, regulatory compliance, explainable
AI in finance, ESG (Environmental, Social, Governance) and sustainable fi-
nance and multi-lingual and cross-lingual in finance from both academic and
industrial research perspective. As financial institutions increasingly rely on
vast amounts of unstructured data, from corporate releases to news articles
and reports to social media and beyond, the capability to efficiently pro-
cess, understand, and act upon this information has become a competitive
necessity.

In the field of NLP in finance, Fisher et al. (2016) executed a thorough
exploration, mainly concentrating on tasks related to classification and pre-
diction. Chen et al. (2020a) presented a broad review of financial application
areas, including three categories: Know Your Customer (KYC), Know Your
Product (KYP), and Satisfy Your Customer (SYC). While prior reviews have
often leaned towards either focusing on NLP techniques or exploring finan-
cial application areas, our survey seeks to provide an all-encompassing re-
view that connects recent research across both dimensions. Crucially, our
study involves a detailed investigation of the latest advancements in NLP
within the finance sector, providing insights from both the perspectives of
NLP methodologies and financial applications. Moreover, we systematically
analyze NLP in finance by considering financial data, NLP techniques, and
financial applications, along with emerging trends in both NLP techniques,
such as machine and deep learning approaches, large language models, and
word representation, as well as financial applications, including NLP for ESG
and sustainable finance. We also distinguish between the research contribu-
tions from academia and industry in the domain of NLP in finance.
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This survey begins with an overview of NLP’s foundational concepts and
techniques, providing a solid groundwork for understanding its application
in finance. It then delves into specific applications where NLP has been suc-
cessfully implemented, together with the financial data adopted, illustrating
the technology’s versatility and power. Further, it addresses the challenges
and limitations of applying NLP in the finance sector, including issues re-
lated to data quality, privacy concerns, and the need for highly specialized
models. It also explores the future trajectory of NLP technologies in finance,
considering advances in machine learning, artificial intelligence, and compu-
tational linguistics that promise to further enhance the sophistication and
effectiveness of financial services. Through this comprehensive exploration,
we aim to provide academics, industry professionals, and technology enthusi-
asts with a thorough understanding of the current state and future potential
of NLP in the financial domain. By showcasing the technology’s significant
contributions and pondering its future directions, the survey aims to foster a
deeper appreciation for the role of NLP in shaping the next generation of the
financial sector. Specifically, this study aims to answer the following three
groups of research questions:

1. What are the key drivers behind the increasing importance of NLP
in the finance sector, and how do these drivers address the unique
challenges and opportunities within this industry?

2. What emerging areas of application for NLP in finance are being ex-
plored, and what potential do these areas hold for the future of financial
services?

3. What are the prevailing trends in NLP research within the finance
sector, and how do these trends reflect the evolving challenges and
opportunities in the field?

Our contributions can be outlined in the following three aspects:

1. We presented a detailed literature review on NLP techniques in fi-
nance, bridging a significant gap by providing a definitive reference
for researchers and practitioners. It encapsulates the evolution and di-
verse applications of NLP across both academic research and industrial
implementations.

2. We developed a comprehensive review framework for NLP in finance,
which maps the relationship between data, NLP techniques, and finan-
cial applications. We identified ten key financial application areas that
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are potentially revolutionized by NLP, and our framework provides a
systematic overview to comprehending the intricacies of financial data,
NLP techniques, and their real-world applications in the finance indus-
try.

3. We analyzed key research contributions that have significantly influ-
enced NLP’s application in the finance sector, highlighting transforma-
tive effects on services, products, and operations. This includes insights
into practical challenges and the transformative potential of these tech-
nologies.

The remainder of this survey is structured as follows: Section 2 describes
the literature review framework; Section 3 conducts an in-depth review of
studies on NLP in finance by financial application areas; Section 4 demon-
strates the research findings of this review including trends, challenges, op-
portunities, and future directions; Section 5 provides concluding remarks.

2. Literature Review Framework
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Figure 1: NLP in Finance: Financial Textual Data, NLP Techniques, and Financial Ap-
plications.

Figure 1 presents our literature review framework, focusing specifically on
the financial data, NLP techniques, key players and financial applications.
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We started with a review of a study on AI in finance conducted by the Inter-
national Monetary Fund (IMF) (Boukherouaa et al., 2021). We then zoomed
into each potential application area, examining the relevant literature. We
also summarized the data sources available in finance. The financial data
can be broadly categorized into three types: corporate data, public news and
announcements, and social media data. Corporate data includes data pro-
duced by corporations such as financial transactions, financial statements,
customer feedback, disclosures, annual reports, filings, press releases, earn-
ings calls, and conference calls etc. The public news and announcements cat-
egory encompasses financial and economic news, government policies, and
analyst reports, among others. Social media data consists of information
from social media platforms, e.g., X, StockTwits, and various online forums.
Subsequently, we defined the scope of our study to include retail banking,
investment banking, investment management, government institutions, ex-
changes and clearing houses, payment processors, and insurance providers.
We proposed key financial application areas significantly enhanced by adopt-
ing various NLP techniques in the finance sector. This includes Financial
Sentiment Analysis, Financial Forecasting, Portfolio Management, Financial
Narrative Processing, Question Answering and Virtual Assistant and Chat-
bot, Risk Management, Regulatory Compliance Monitoring, Explainable AI
in Finance, ESG and Sustainable Finance and NLP for digital assets. Addi-
tionally, we examine how these applications are adopted across businesses in
the finance sector in subsequent sections.

Following PRISMA guidelines, we designed a three-step process, namely
identification, screening and inclusion, to select the literature for review.
Firstly, leveraging industry experience, we defined keywords, as illustrated
in Table 1, which closely align with the topics from the International Mon-
etary Fund’s (IMF) study on AI in finance. Subsequently, we used these
keywords to perform targeted searches on Web of Science, prioritizing rel-
evance as defined by the database. Our aim is to ensure the coverage of
the range of NLP tasks applicable to this field. We assessed each article by
screening through the abstracts to ascertain their relevance and contribution,
which determined their inclusion in the review. We balanced the breadth of
coverage to prevent overwhelming the review given the broad topic. Our
focus extended to the coverage of tasks, the recency of the research, and
its impact within the field. This methodical approach not only ensured the
thoroughness of our review but also presented the status and achievements
of AI applications in specific fields, laying a foundation for future research
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Research Topic Key Words
Financial sentiment analysis financial sentiment analysis
Financial narrative processing finance AND (summarization OR information extraction OR information retrieval OR financial narrative processing)
Financial forecasting (nlp OR text mining OR news OR tweet) AND (market prediction OR financial forecasting)
Portfolio management (nlp OR text mining OR news OR tweet) AND portfolio AND (selection OR optimization OR management)
Question answering, virtual assistant and chatbot (question answering OR virtual assistant OR chatbot) AND (finance OR financial services)
Risk management (nlp OR text mining OR news OR tweet) AND (risk management OR risk prediction OR credit risk OR fraud detection)
Regulatory compliance monitoring (nlp OR text mining) AND (regulatory compliance OR anti-money laundering)
ESG and sustainable finance (nlp OR text mining) AND (esg OR (sustainable finance) OR (environmental AND social AND governance))
Explainable artificial intelligence (XAI) in finance (nlp OR text mining) AND (explainable artificial intelligence OR explainable AI OR explainability) AND finance
NLP for digital assets (nlp OR text mining OR news OR tweet) AND (digital asset OR cryptocurrency OR non-fungible token OR blockchain)

Table 1: Key Words for Literature Search.

directions.
The number of publications across the ten research topics are presented

in Figure 2. The fields are ranked by the volume of publications, in descend-
ing order, as follows: risk management, question answering, virtual assistant
and chatbot, financial sentiment analysis, financial narrative processing, fi-
nancial forecasting, NLP for digital assets, portfolio management, ESG and
sustainable finance, regulatory compliance monitoring and explainable artifi-
cial intelligence (XAI) in finance. All fields have demonstrated an increasing
trend in publication volume over the past decade, highlighting a growing in-
terest in NLP applications within the finance sector. Notably, emerging fields
such as ESG and sustainable finance, regulatory compliance monitoring and
explainable artificial intelligence (XAI) in finance are also drawing significant
scholarly attention.

3. An In-depth Review of NLP in Finance

NLP in finance refers to the broader application of NLP techniques to
the financial sector, which generally includes corporate data, public finan-
cial news and announcements, and social media data such as StockTwits.
It encompasses a wide array of tasks aimed at understanding, interpreting,
and extracting information from textual data in the financial domain. This
includes processing corporate data, public news and announcement and so-
cial media data, and any other form of textual data that can impact fi-
nancial markets and decision-making. NLP in finance leverages techniques
such as sentiment analysis, information extraction, named entity recognition,
language modeling, large language models (LLMs) and more, to analyze fi-
nancial texts for various purposes like financial sentiment analysis, financial
forecasting, portfolio management, financial narrative processing, question
answering, virtual assistant and chatbot, risk management, financial regula-
tory compliance monitoring, explainable AI in finance, ESG and sustainable
finance and NLP for digital assets.
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Figure 2: Number of publications in the field of NLP in finance.

3.1. Financial Sentiment Analysis

Financial Sentiment Analysis (FSA) is one of the widely adopted NLP
techniques in the finance domain due to the advancements of sentiment anal-
ysis in the general domain (Mao and Li, 2021; Valdivia et al., 2018; Cambria
et al., 2024; Zhu et al., 2024). Du et al. (2024c) has conducted a compre-
hensive survey on FSA which categorizes FSA into two principal research
streams. The FSA techniques concentrate on identifying specific tasks such
as document-level (Moraes et al., 2013), paragraph-level (Ferguson et al.,
2009), sentence-level (Zhang and He, 2015) and aspect-level (Pontiki et al.,
2016) sentiment analysis and aim to propose methodologies to improve the
performance of different FSA tasks by using human-annotated datasets. The
FSA applications emphasize the application of financial sentiments, whether
direct or indirect, in subsequent applications within financial markets, at-
tracting greater research attention.

Presented in Table 2, we explore the advancement of research in FSA tech-
niques, tracing a path from the lexicon-based method, through traditional
machine learning models, to the deep learning and pre-trained language mod-
els. Notably, a majority of FSA research has converged on the established
benchmarks of PhraseBank (Malo et al., 2014), SemEval 2017 Task 5 (Cortis
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et al., 2017), and FiQA Task 1 (Maia et al., 2018) for evaluation purposes.
The construction of financial lexicons remains a focal point for researchers,
and lexicons can be employed either independently or in conjunction with
learning-based methods for FSA (Du et al., 2023a). A notable shift in lex-
icon development moves from simplistic single-word expression to complex,
multi-word, and context-aware phrases, a critical adaptation for the financial
sector where the implication of terms can dramatically change with context.
At the same time, there is a trend towards automated approaches, high-
lighted by studies such as (Oliveira et al., 2016; Du et al., 2023b), which
contrasts with the traditional manual compilation of lexicons, demanding
significant expert input. In the context of machine learning models, the
process of feature engineering stands out as a pivotal stage, with the catego-
rization into lexicon-based, linguistic, domain-specific, and word embedding
features, etc. Among these, domain-specific attributes, especially numerical
data or combinations of keywords with numerical values, though not exten-
sively examined, have shown their potential in FSA. An example is the term
“revenue” coupled with a positive sign and a numerical value, indicating a
positive financial forecast. Furthermore, the forefront of FSA includes deep
learning approaches, notably through the use of Convolutional Neural Net-
works (CNN) and Long Short-Term Memory (LSTM) networks, as well as
pre-trained language models, which have significantly improved FSA perfor-
mance. Specifically, a BERT variant tailored for the financial sector, known
as FinBERT (Araci, 2019a; Liu et al., 2020), has been developed through the
incorporation of a variety of data sources including Reuters Corpora, Yahoo
Finance, and financial reports, marking a significant leap in FSA research
methodologies. The latest study by (Du et al., 2023a) achieved unparalleled
results on FiQA Task 1 and SemEval 2017 Task 5 by integrating the knowl-
edge into the process of fine-tuning language models such as RoBERTa, thus
pushing the performance boundaries of FSA technique research further.

The development of domain-specific transformer models, with notable ex-
amples, including FinBERT (Araci, 2019a; Liu et al., 2020), has significantly
enhanced FSA. However, the potential and applicability of autoregressive de-
coder architectures such as Generative Pre-trained Transformer (GPT) (Rad-
ford et al., 2018) in the context of FSA have not been thoroughly investi-
gated yet (Fatemi and Hu, 2023). In recent studies, Fatouros et al. (2023)
adopted zero-shot prompting to examine multiple ChatGPT prompts on a
curated dataset comprised of forex-related news headlines, measuring per-
formance using a range of metrics such as precision, recall, F1-score, which
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outperforms FinBERT. Zhang et al. (2023b) presented a framework that in-
tegrates a retrieval-augmented mechanism with LLMs specifically for FSA.
The framework consists of two key modules which are instruction-finetuned
LLMs and a retrieval-augmented module. The performance metrics, specif-
ically accuracy and F1 score, show an enhancement ranging between 15%
and 48%, underscoring the efficacy of the framework in FSA. Fatemi and
Hu (2023) conducted a thorough comparative analysis to examine the effec-
tiveness of fine-tuning LLMs versus employing few-shot learning techniques
in the context of FSA. In particular, the in-context learning is adopted on
gpt-3.5-turbo and the fine-tuning is performed on Flan-T5. The study high-
lights the remarkable capabilities of LLMs, even smaller models, in both
in-context learning and fine-tuning for the FSA task. Zhang et al. (2023a)
introduced a novel approach named Instruct-FinGPT, which transforms a
limited subset of supervised FSA data into instruction data to fine-tune a
general-purpose LLM. The Instruct-FinGPT approach has demonstrated sig-
nificant advancements in its ability to perform zero-shot generalization across
other financial datasets. Hu et al. (2023) conducted a study to evaluate the
sentiment of management’s discussion and analysis disclosures using three
distinct methods: GPT-3, FinBERT, and the dictionary-based method. The
findings reveal that GPT-3 surpasses the dictionary-based method in its effec-
tiveness for financial sentiment classification tasks. However, it was observed
that GPT-3 slightly underperforms when compared to FinBERT. Deng et al.
(2023) implemented a semi-supervised learning approach using LLMs to gen-
erate weak sentiment labels for Reddit posts and then used that data to train
a small model which is to be served in production. Additionally, Bloomberg
has introduced BloombergGPT (Wu et al., 2023), an LLM tailored for finan-
cial contexts, which has demonstrated superior performance in financial NLP
tasks, including FSA, named entity recognition, news classification, question
answering, among others. Du et al. (2024b) proposed a prompting frame-
work to evaluate the reasoning capabilities of LLMs for FSA by identifying
six specific financial attributes that potentially influence financial sentiment.
Xing (2024) designed specialized LLM agents for FSA, based on guiding
knowledge. Mao et al. (2023a) analyzed the market sentiment perception
from the perspective of cognition, and they employed MetaPro (Mao et al.,
2023b, 2024b) to parse concept mappings from metaphorical expressions, and
then detected the distinct cognitive patterns during different market condi-
tions. Manro et al. (2024) examined the influence of CEOs’ cognitive states
on stock price trends by analyzing the opinions expressed in their letters to
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Literature Dataset Task Method Performance
Park et al. (2021) PhraseBank Sentence-level FSA Lexicon Precision: 0.8238, Recall: 0.8128

F1-Score: 0.8105
Du et al. (2023b) PhraseBank, SEntFiN, etc. Sentence-level FSA Lexicon Accuracy: 0.7619, F1-Score: 0.7216

Krishnamoorthy (2018) PhraseBank Sentence-level FSA Machine Learning Precision:
Pos: 0.83, Neg: 0.93, Neut: 0.86
Recall:
Pos: 0.82, Neg: 0.93, Neut: 0.81
F1-Score:
Pos: 0.83, Neg: 0.93, Neut: 0.83

Araci (2019b) PhraseBank, FiQA Task 1 Sentence-level FSA Pre-trained Language Model PhraseBank
(Accuracy: 0.86, F1-Score: 0.84)
FiQA Task 1 (MSE: 0.07)

Liu et al. (2020) PhraseBank Sentence-level FSA Pre-trained Language Model Accuracy: 0.94, F1-Score: 0.93
Zhao et al. (2021) CCF BDCI, CCKS Sentence-level FSA Pre-trained Language Model Accuracy: 96.774%
Wu et al. (2023) PhraseBank, FiQA Task 1 Sentence-level FSA LLMs PhraseBank: 0.5107

FiQA Task 1: 0.7507
Du et al. (2024b) PhraseBank, Fin. News Sentence-level FSA LLMs PhraseBank: (Accuracy: 0.9639)

Fin. News: (Accuracy: 0.8234)
Xing (2024) PhraseBank, Fin. News, etc. Sentence-level FSA LLMs PhraseBank:

Accuracy: 0.8048, F1-Score: 0.8141
FiQA:
Accuracy: 0.9391, F1-Score: 0.9522
SEntFiN:
Accuracy: 0.7745, F1-Score: 0.7693

Jiang et al. (2017) SemEval 2017 Task 5 Targeted, Sentence-level FSA Machine Learning WCS (News: 0.7779, Microblogs: 0.7107)
Schouten et al. (2017) SemEval 2017 Task 5 Targeted, Sentence-level FSA Machine Learning WCS (News and Microblogs: 0.7050)
Dridi et al. (2019) SemEval 2017 Task 5 Targeted, Sentence-level FSA Machine Learning WCS (News: 0.655, Microblogs: 0.726)

Akhtar et al. (2017) SemEval 2017 Task 5 Targeted, Sentence-level FSA Hybrid Approach WCS (News: 0.786, Microblogs: 0.797)
Ghosal et al. (2017) SemEval 2017 Task 5 Targeted, Sentence-level FSA Hybrid Approach WCS (News: 0.697, Microblogs: 0.751)
Mao et al. (2022a) SemEval 2017 Task 5 Targeted, Sentence-level FSA Metaphor Paraphrasing Accuracy: 0.696, F1-Score: 0.696
Xiang et al. (2022) SemEval 2017 Task 5 Targeted, Sentence-level FSA Pre-trained Language Model WCS (News: 0.8441, Microblogs: 0.8333)
Sinha et al. (2022) SemEval 2017 Task 5 Targeted, Sentence-level FSA Pre-trained Language Model Accuracy: 0.9429, F1-Score: 0.9327
Du et al. (2023a) SemEval 2017 Task 5 Targeted, Sentence-level FSA Pre-trained Language Model WCS (News: 0.8483, Microblogs: 0.8122)

de França Costa and da Silva (2018) FiQA Task 1 Targeted, Aspect-level FSA Machine Learning Aspect Extraction:
F1-Score (News: 0.4240, Post: 0.5775)
Sentiment Analysis:
MSE (News: 0.1052, Microblogs: 0.1281)

Piao and Breslin (2018) FiQA Task 1 Targeted, Aspect-level FSA Deep Learning Aspect Extraction: F1-Score (0.6530)
Sentiment Analysis: MSE (0.0926)

Xiang et al. (2022) FiQA Task 1 Targeted, Aspect-level FSA Pre-trained Language Model MSE (0.0717), R2 (0.4878)
Du et al. (2023a) FiQA Task 1 Targeted, Aspect-level FSA Pre-trained Language Model MSE: 0.0490

Luo et al. (2018) Financial documents Document-level FSA Hierarchical Query-driven Attention Accuracy: 0.9446, F1-Score: 0.9449
Mao et al. (2023a) Financial news Perception-level FSA MetaPro and Statistical Analysis
Manro et al. (2024) Letters to shareholders Perception-level FSA MetaPro and Statistical Analysis

Table 2: FSA Techniques.

shareholders using MetaPro.

3.2. Financial Forecasting

The primary application of FSA is to investigate the causality and cor-
relation between financial sentiment and financial markets, and to perform
financial forecasting (Du et al., 2024c). Natural language-based financial
forecasting was brought up by Xing et al. (2018b) with a focus on the stock
market. Subsequently, Du et al. (2024c) broadened the scope of review to
include the FOREX and cryptocurrency markets. Additionally, Du et al.
(2024c) brought attention to the interconnected relationship between finan-
cial sentiment, investor sentiment, and market sentiment, arguing that finan-
cial forecasting is an essential application of FSA. This is because financial
sentiment, whether used implicitly or explicitly, is crucial in predicting finan-
cial market movements. Natural language-based financial forecasting serves
to augment algorithmic trading by leveraging NLP to analyze news articles
and social media, thereby informing automated trading decisions, enabling
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algorithms to parse and interpret vast amounts of textual data in real time
and enhancing decision-making processes and market responsiveness.

Predicting market movements in financial markets is notably challeng-
ing, attributed to their volatile and unpredictable nature. The foundation
of earlier financial market prediction research rests on historical trading
data, technical indicators, and macroeconomic variables, with recent ad-
vancements incorporating financial textual data using NLP techniques for
enhanced financial forecasting (Xing et al., 2018b,a; Mudinas et al., 2019;
Ma et al., 2023). Established financial news providers, including Bloomberg
and Thomson Reuters, have been at the forefront of offering commercial FSA
service (Oliveira et al., 2017; Mudinas et al., 2019). Mudinas et al. (2019)
highlighted that financial institutions e.g., D. E. Shaw and Two Sigma have
integrated sentiment signals from financial texts with traditional structured
transaction data, to enhance their machine learning models for algorithmic
trading. Conventionally, fundamental analysis and technical analysis are the
two principal approaches in stock market analysis (Nassirtoussi et al., 2015).
Financial forecasting using natural language can be classified as part of tech-
nical analysis, since it does not alter the intrinsic value of assets. Tables 3
and 4 showcase studies in financial forecasting in stock and FOREX mar-
kets, respectively, demonstrating the effectiveness of incorporating financial
textual information. The financial forecasting for the cryptocurrency market
is reviewed in Section 3.10 NLP for Digital Assets.

Investor sentiment, or the deviation of investors’ beliefs about future
firm valuations from fundamental information, significantly impacts stock
prices and market activities (Mian and Sankaraguruswamy, 2012). Research
in stock market prediction spans various methodologies, including time se-
ries models, machine learning, deep learning, and reinforcement learning,
focusing on aspects like stock indexes, prices, movements, return rates, and
volatility. Notable approaches include the use of neural tensor networks for
event-driven predictions (Ding et al., 2015), combining news and event tu-
ple features with trading data (Liu et al., 2018), and integrating sentiment
indicators with technical analysis for enhanced price prediction (Deng et al.,
2011). Novel strategies also involve parsing earnings calls, which are shown
to influence short-term investor sentiment and predict stock returns (Frankel
et al., 1999; Bowen et al., 2002; Cohen et al., 2020; Keith and Stent, 2019).
Further advancements include the application of Graph Convolutional Neural
Networks to incorporate company relationships (Chen et al., 2018), utilizing
social media texts (Sawhney et al., 2020), and employing transformers and
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Literature Data Source Method Task Performance
Ding et al. (2015) Thomson Reuters, CNN Price prediction Accuracy: 0.6548, MCC: 0.41

Bloomberg S&P500 prediction Accuracy: 0.6421, MCC: 0.40
Nguyen and Shirai (2015) Yahoo Finance SVM Price movement prediction

Message Board
Oliveira et al. (2017) Twitter MR, NN, SVM, RF, Ensemble Daily return NMAE: NDQ, 7.58

Daily trading volume NMAE: DJIA, 5.84
Daily volatility NMAE: DJIA, 2.79

Liu et al. (2018) Thomson Reuters SVM, LSTM Price movement prediction Accuracy: 0.5544, F1-Score: 0.7133
Xu and Cohen (2018) Twitter GRU, VAEs Price movement prediction Accuracy: 0.5823, MCC: 0.080796
Wu et al. (2018) Twitter Cross-modal attention-based Price movement prediction Accuracy: 0.5915

Hybrid RNN
Guo and Li (2019) Twitter Linear Regression Price prediction Accuracy: 0.6722
Keith and Stent (2019) Earning calls Ridge/Logistic Regression Change in target price Regression (MSE: 0.00137, R2: 0.1718)

LSTM, Ensemble Classification (Accuracy: 0.482, F1-Score: 0.475)
Jin et al. (2020) Stocktwits Empirical Mode Price prediction Accuracy: 0.7056, MAPE: 1.65%, MAE: 2.39

Decomposition-based LSTM
Sawhney et al. (2020) Twitter Graph Attention Network Price movement prediction F1-Score: 0.605, Accuracy: 0.608, MCC: 0.195
Zhou et al. (2021) PRNewswire Multi-class Classification Price movement prediction Trade at End Strategy: Average Return: 1.74%

Businesswire with MLM Loss Trade at Best Strategy: Average Return: 9.11%
Wu et al. (2022) EastMoney.com CNN, LSTM Price prediction MAE: 2.38, MSE: 7.27, RMSE: 2.69
Soun et al. (2022) Twitter Attentive LSTM Price movement prediction Accuracy (BIGDATA22: 54.81%, ACL18: 58.72%, CIKM18: 55.86%)

MCC (BIGDATA22: 0.0952, ACL18: 0.2065, CIKM18: 0.0899)
Ma et al. (2023) Hundsun Electronics Pre-training, BiLSTM Price movement prediction Accuracy: 0.6726, MCC: 0.3452

and GCN
Du et al. (2024a) Twitter Attentive LSTM, GATs Price movement prediction Accuracy (BIGDATA22: 0.5833, CIKM18: 0.5730)
Du et al. (2024a) Twitter Attentive LSTM, GATs Price movement prediction MCC (BIGDATA22: 0.1556, CIKM18: 0.0389)

Table 3: Financial Forecasting in Stock Market.

Literature Data Source Method Task Performance
Jin et al. (2013) Bloomberg Linear Regression Change in currency value and Precision (Argentina: 0.18, Brazil: 0.28, Chile: 0.33, Colombia: 0.25)

generate warning messages Recall (Argentina: 0.60, Brazil: 0.63, Chile: 1, Colombia: 1)
Nassirtoussi et al. (2015) MarketWatch.com SVM FOREX price movement prediction Accuracy: 0.8333, Precision (Pos: 0.6667, Neg: 0.8889)

Google RSS Recall (Pos: 0.6667, Neg: 0.8889)
Seifollahi and Shajari (2019) MarketWatch.com SVM FOREX price movement prediction Accuracy: 0.5926, Precision: 0.5710, Recall: 0.5735
Semiromi et al. (2020) Forexfactory.com, SVM, RF, XGB FOREX price movement prediction Accuracy (EUR/USD: 0.638, GBP/USD: 0.663)

First Word FX News Accuracy (USD/CHF: 0.631, USD/JPY: 0.641)
Xing et al. (2020) Dow Jones Newswire SVM FOREX price movement prediction Accuracy: 0.503, F1-Score: 0.538

Table 4: Financial Forecasting in FOREX Market.

self-supervised learning for dynamic market prediction and improved stock
forecasting accuracy (Yoo et al., 2021; Soun et al., 2022; Ma et al., 2023).
Additionally, combining various sentiment sources through Principal Com-
ponent Analysis and Kalman Filter has proven effective for generating robust
daily sentiment indicators, crucial for accurate market predictions (Oliveira
et al., 2017). Event-driven trading strategies have also been developed to
capitalize on corporate events detected in news articles, offering substantial
returns (Zhou et al., 2021). Investor sentiment not only influences time-series
returns but also affects the cross-section of stock returns, with certain stocks
being more susceptible to sentiment-driven fluctuations (Baker and Wurgler,
2006). Recently, Du et al. (2024a) proposed a dual-graph neural network,
which dynamically generates and integrates price relationships and semantic
relationships between companies for stock price movement prediction.

The focus on predicting stock market trends has been significant, with the
FOREX market receiving less attention. Early research explored the link be-
tween macroeconomic fundamentals and short-term exchange rate volatility
using the Flexible Fourier Form regression, focusing on the impact of macroe-
conomic announcements (e.g., interest rates, GDP, consumer confidence in-
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dexes) on USD/EUR volatility (Laakkonen, 2004). Findings from data seg-
mented into 5-minute intervals over a few months indicated that such news
significantly affects exchange rate volatility immediately post-announcement,
with the impact varying by news type and country. Subsequent studies con-
firmed that macroeconomic news influences currency markets over time, with
immediate absorption of the direct price impact but delayed total reflec-
tion (Evans and Lyons, 2005). The Forex-foreteller (FF) model was intro-
duced to forecast currency market movements using news articles, language
models, topic clustering, and sentiment analysis in conjunction with histori-
cal data, proving effective for generating predictive signals (Jin et al., 2013).
Other approaches have leveraged text mining of news headlines, such as TF-
IDF weighted by sentiment scores using SentiWordNet, to predict FOREX
market movement (Nassirtoussi et al., 2015). Further advancements include
sentiment analysis of news headlines for predicting EUR/USD directional
movement with enhanced accuracy (Seifollahi and Shajari, 2019), incorpo-
rating news story events from the economic calendar to forecast currency
pair movements with SVM, RF, and XGBoost algorithms (Semiromi et al.,
2020), and evaluating high-frequency news sentiment without other semantic
features, where a FinBERT-based model showed that news sentiment alone
offers predictive value, albeit limited, for FOREX price movements (Xing
et al., 2020).

Lastly, researchers and practitioners are expanding their focus to include
other financial forecasting areas, like option pricing and IPO pricing (Fe-
dorova et al., 2022), and firm value (Benjamin et al., 2022) etc.

3.3. Portfolio Management

Portfolio optimization is an important element of portfolio management,
which involves strategies to identify the optimal investment mix to maximize
expected returns for a given risk level, or to minimize risk for a targeted
return. The use of NLP in this field is innovative, focusing on enhanc-
ing decision-making by analyzing qualitative data. In portfolio optimiza-
tion, NLP helps by capturing semantic relations of investment targets (Xing
et al., 2019a) or incorporating opinions from investor posts for better stock
market investments (Malandri et al., 2018). This shift towards utilizing fi-
nancial sentiment in portfolio management has led to various approaches,
including Follow-the-Loser strategies, based on stock microblogs (Koyano
and Ikeda, 2017), and models predicting the quality of investment opinions
for portfolio creation (Tu et al., 2016). Moreover, techniques like Gaussian
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inverse reinforcement learning, model market dynamics and investor senti-
ment for trading systems that filter out noisy signals (Yang et al., 2018).
Strategies e.g., PROFIT (Policy for Return Optimization using FInancial
news and online Text) leverages financial news and social media for trading
decision optimization, showing significant performance improvements over
benchmarks (Sawhney et al., 2021a). Similarly, State Augmented Reinforce-
ment Learning (SARL) integrates diverse data sources for learning portfolio
management strategies, achieving superior results (Ye et al., 2020). Stock
embedding, representing stocks as neural network-generated vectors from
news and price history, enhances portfolio optimization beyond price predic-
tion (Du and Tanaka-Ishii, 2020). Including online public mood in models
has proven to consistently outperform equal-weighted strategies, highlight-
ing the performance benefits of incorporating financial sentiment (Malandri
et al., 2018). Sentiment-aware models for daily portfolio allocation demon-
strate the robustness and higher returns compared to benchmarks (Korata-
maddi et al., 2021). Additionally, sentiment-based models adapted to market
volatility, like those for Chinese stocks, yield superior returns (Chen et al.,
2020b). Time-aware LSTM models, which capture market trends and rank
stocks, based on predicted returns, outperform state-of-the-art methods in
both intra-day situations and risk-adjusted returns (Sawhney et al., 2021b).
Hung et al. (2024) constructed a portfolio using news sentiment measured by
BERT and demonstrated that Black–Litterman portfolio model with GRU
model to predict stock price yields the highest performance. Ma et al. (2024)
developed a multi-task learning framework, learning risk and return factors,
simultaneously, for portfolio optimization. The framework also leveraged
data from multiple sources, e.g., news, numerical features, and company re-
lationships.

3.4. Financial Narrative Processing

Financial Narrative Processing (FNP) (El-Haj et al., 2018), is a subset of
NLP in finance with a specific focus on analyzing narrative content within
financial documents. While NLP in finance has a broader application range,
encompassing any textual analysis that can inform financial decisions and
strategies, FNP is more specifically focused on the narrative and qualitative
aspects of financial texts. It involves understanding the stories and qual-
itative disclosures that companies and financial analysts provide, such as
management discussions and analysis (MD&A) sections in annual reports,
earnings call transcripts, analyst reports, and financial news. The key objec-
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Literature Data Source Method Performance
Tu et al. (2016) StockTwits Linear regression for opinion quality score Cumulative return: 30%
Koyano and Ikeda (2017) Yahoo! JAPAN textream MLP, Follow-the-Winner/Loser strategy Cumulative return: 1.151
Sun et al. (2018) Sina Guba, Eastmoney Guba, RESSET Probabilistic Neural Network Accuracy: 86.3%
Yang et al. (2018) Thomson Reuters Gaussian inverse reinforcement learning Return: 17.39%, Sharpe ratio: 0.85

Sterling Ratio: 0.76
Malandri et al. (2018) Financial and sentiment data EW, LSTM, MLP, RF Wealth of the portfolio (LSTM + Sentiment)

Five portfolios: 2.23, 2.72, 2.30, 2.81 and 1.65
Xing et al. (2019a) Company profiles Doc2vec, covariance matrix correction CAGR: 0.2368, Sharpe ratio: 1.01
Ye et al. (2020) Financial news State augmented reinforcement learning Portfolio value improved (Bitcoin: 140.9%, HighTech: 15.7%)

Sharpe ratio (Bitcoin: 14.78, HighTech: 7.73)
Du and Tanaka-Ishii (2020) Wall Street Journal (WSJ), Reuters, Deep learning Average realised annual gain (WSJ: 17.2%, R&B: 35.5%)

Bloomberg
Chen et al. (2020b) RESSET database DT, LR, SVM, RF Accuracy: 79.6%, Holding Period yield: 5.41
Sawhney et al. (2021b) Twitter, Wind.com.cn Time-aware LSTM (t-LSTM) US S&P 500: Return ratio: 1.34, Sharpe ratio: 0.96

China and Hong Kong: Return ratio: 1.44, Sharpe ratio:1.19
Koratamaddi et al. (2021) Wharton Research Data Services Deep reinforcement learning Sharpe ratio: 2.07, Annualized return: 22%
Ghosh et al. (2022) Bloomberg RF, LSTM Daily return (LSTM: 0.64%, RF: 0.54%)
Hung et al. (2024) Reuters, CNBC GRU, Black–Litterman Annualized return: 46.6262%, Sharpe ratio: 13.02%

Sortino ratio: 17.96%, MDD: 4.45%, Turnover: 68.35%
Ma et al. (2024) RESSET, Qichacha, Hundsun Electronics Multitask learning, pre-training IRR: 0.3923, Sharpe ratio: 2.0334, MDD: 0.0754

Table 5: Portfolio Management.

tive is to extract insights from narrative texts that are not readily quantifi-
able but have significant implications for financial decision-making. El-Haj
et al. (2018) has organized the FNP workshop since 20181. Moreover, the
automation of financial reporting (Oyewole et al., 2024) and financial state-
ment analysis (Kim et al., 2024) using NLP, particularly with LLMs, has
also emerged as a promising area of research. In our review, we focus on the
financial text summarization and information extraction task.

3.4.1. Financial Text Summarisation

Companies generate a multitude of reports incorporating both textual
narratives and numerical data throughout their financial year, such as fi-
nancial annual reports, preliminary earnings announcements, and conference
calls. The information encapsulated within these financial reports holds sig-
nificant importance for both companies and investors. It serves to showcase
company accomplishments, garner support from shareholders in the stock
market, as well as unveil risks and opportunities crucial for investor decision-
making. Moreover, it plays a pivotal role in the due diligence procedures
during mergers, acquisitions, and audit processes. However, the vast volume
of financial information poses challenges in terms of navigation, management,
and monitoring. Consequently, there arises a critical need for automated fi-
nancial text summarization.

Financial text summarization endeavors to generate succinct, informative,
and non-repetitive summaries from either single or multiple input texts. This
objective can be pursued through two distinct methodologies: the extractive

1http://wp.lancs.ac.uk/cfie/
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approach and the abstractive approach. The extractive method involves the
identification and ranking of pertinent subsets within the input text (Gupta
and Lehal, 2010). Conversely, the abstractive approach generates summaries
from scratch, based on the contents of the input document (Moratanch and
Chitrakala, 2016).

Table 6 showcases a variety of techniques and methods ranging from tradi-
tional machine learning techniques to high-performing deep learning models
and word embeddings. The majority of techniques have converged on the
established benchmark dataset from FNS Shared Tasks since 2020 (El-Haj
et al., 2020; Zmandar et al., 2021a; Zavitsanos et al., 2023), with a focus
on producing concise summaries, not exceeding 1000 words, for annual fi-
nancial reports of firms listed on the stock exchanges of the UK, Greece,
and Spain. Extractive summarizer, which takes the information produced by
NLP techniques and machine learning techniques, continues to be dominant
on either sentence-level or section-level text summarization within the FNS
shared Task dataset. El-Haj and Ogden (2022) proposed to use the TF-IDF
representations of the sentence and K-means clustering model to rank the
importance of sentences, and combine them into a final summary. As deep
learning models have demonstrated effectiveness in generating pertinent text
features, the approach of fine-tuning language models has been employed to
produce sentence-level embeddings customized for specific financial contexts.
Gokhan et al. (2021) introduced a sentence-BERT methodology, leveraging
BERT to generate sentence-level embeddings and subsequently clustering
these embeddings using the K-means model. Additionally, both BERT and
T5 have been utilized through fine-tuning processes to enhance performance
in ranking the importance of sentences (La Quatra and Cagliero, 2020; Ab-
daljalil and Bouamor, 2021; Orzhenovskii, 2021).

Financial reports, comprising financial statements and extensive informa-
tion, often suffer from repetitiveness, posing a challenge when summarizing
them at the sentence level. Rather than summarizing the entire report, a
strategy has been adopted to identify key narrative sections within the re-
port and generate summaries, based on these identified sections. As outlined
by (Litvak et al., 2020), financial documents typically feature 13 predefined
narrative section titles. Abdaljalil and Bouamor (2021) employed a similar
approach for section extraction. It compares BERT embeddings of reference
sections to extracted ones, naming the extracted sections after the closest
reference sections by cosine similarity. A frequency counter is then utilized
to determine the weight of each section in reference summaries. Following a
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clustering process to identify the top three sections for each document, the
section with the highest frequency weight is retained, and the top 1000 words
of that section are included in the final summary. Shukla et al. (2022) built
an annotated dataset to define sections as “narrative” or “non-narrative”.
Tables of content within the report are parsed to extract section features:
section name, page number, and length. Utilizing these features, a classi-
fication model is employed to categorize each section as narrative (“true”)
or non-narrative (“false”), based on the annotated dataset. The weight of a
section is defined as the probability of it being narrative, as assigned by the
model. Subsequently, it adopts the “K-Maximal Word Allocation” approach,
which optimally distributes the required number of words among sections,
based on their weights and the number of available words in each section. The
final summary of the report is then generated, based on a set of pairs consist-
ing of narrative sections and the number of words to be generated. Guided by
DiMSum framework (Shukla et al., 2022), Shukla et al. (2023) showcased the
significant enhancement in financial report summarization quality through
the utilization of LLMs. It employs Retrieval Augmented Generation (RAG)
to generate few-shot examples from the DiMSum annotated dataset, facil-
itating LLM-based few-shot classification to identify narrative sections and
determine their weights. Subsequently, the LLM summarizer generates sum-
maries, based on section name, content, and word count.

In scenarios where gold summaries have been removed from original an-
nual reports, abstractive models offer the potential for greater conciseness
by generating summaries from scratch. Sequence-to-Sequence model (See
et al., 2017) and RNN-based encoder-decoder technique (Paulus et al., 2017)
have demonstrated effective performance in generating succinct summaries
for short input and output sequences in the abstractive summarization task.
Building upon these techniques, Li et al. (2023) introduced an enhanced
Seq2Seq model named TLGA. TLGA utilizes a hierarchical Transformer-
BiLSTM encoder to capture long-range interactions and sequential seman-
tics, while employing a Graph Attention-based decoder to leverage histor-
ical information of decoded tokens and capture key causal relations. This
approach captures both qualitative and quantitative information as well as
latent causal relationships from financial news.

Several other studies (Widyassari et al., 2022; Tretyak and Stepanov,
2020) have suggested integrating extractive and abstractive methodologies
to enhance performance. Zmandar et al. (2021b) proposed a reinforcement
learning model utilizing the standard policy gradient method to construct
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an end-to-end trainable computation graph that combines both extractor
and abstractor agents. Singh (2020) implemented pointer networks to ex-
tract important narrative sentences, subsequently using T5 to paraphrase
extracted sentences into a concise yet informative sentence. Shukla et al.
(2023) introduced a novel approach to enhance the summarization of finan-
cial reports, the first instance of applying LLMs to the financial narrative
summarization task. The emergence of various formats of financial text data
has ignited research interest in techniques for financial text summarization.
Mukherjee et al. (2022) presented ECTSum2, a novel benchmark dataset for
telegram-style bullet-point summarization of long transcripts of earning calls
(ECT). Additionally, ECT-BPS is proposed, a hybrid approach that fine-
tunes FinBERT to identify the most relevant sentences from the input ECT
documents, followed by fine-tuning T5 (Raffel et al., 2020) to paraphrase
these sentences to the telegram-style format of target summary sentence. Liu
et al. (2022) proposed FINDSum, a large-scale dataset encompassing both
long text and multiple tables, enabling extractive summaries to incorporate
quantitative descriptions of critical metrics in tables. The model processes
long text by adopting the Maximum Marginal Recall Gain (MMRG) method
to select salient text segments as inputs, while transforming each table cell
into a tuple and treating tuple selection as a binary classification task for tab-
ular content. Three types of methods are evaluated on FINDSum dataset3. 1.
combine-and-generate (CG) concatenates selected text segments and tuples
as two types of input to a sequence-to-sequence summarizer 2. generate-and-
combine (GC) parallelly generates summary on selected text segments and
tuples, and concatenate two summaries as one. 3. generate-combine-and-
generate (GCG) adopts a tuple-to-text generator to produce text descrip-
tions of input tuples, concatenate tuples’ text descriptions with selected text
segments, and generate a final summary. Overall, CG and GCG methods
demonstrate superior performance over text-only baselines on FINDSum’s
two subsets.

3.4.2. Information Extraction

Information Extraction (IE) focuses on identifying specific types of enti-
ties, relationships, events, and other factual information from unstructured

2https://github.com/rajdeep345/ECTSum
3https://github.com/StevenLau6/FINDSum
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Literature Dataset Type of Summarisation Method Performance

El-Haj and Ogden (2022) FNS Shared Task Extractive at sentence level TF-IDF + Clustering Rouge-1F (English: 0.317,
Spanish: 0.448, Greek: 0.334)

Gokhan et al. (2021) FNS Shared Task Extractive at sentence level SentenceBERT-based Clustering Rouge-1F: 0.48
La Quatra and Cagliero (2020) FNS Shared Task Extractive at sentence level BERT Rouge-1F: 0.424
Abdaljalil and Bouamor (2021) FNS Shared Task Extractive at sentence level BERT Rouge-1F: 0.38
Orzhenovskii (2021) FNS Shared Task Extractive at sentence level T5 Rouge-1F: 0.54
Shukla et al. (2022) FNS Shared Task Extractive at section level LR, k-maximal word Rouge-1F: 0.508

allocation, top-k summarizer
Shukla et al. (2023) FNS Shared Task Extractive at section level GPT3.5 Rouge-1F (English: 0.45,

Spanish: 0.41, Greek: 0.12)
Li et al. (2023) Financial News Abstractive Transformer-BiLSTM encoder, Rouge-1F (LCFNS: 0.3814,

Graph attention decoder Fin-LCSTS, 0.3669, CNN/Daily Mail: 0.4164)
Liu et al. (2022) FINDSum Abstractive BART-large Rouge-1F (FINDSum-ROO: 0.5390,

FINDSum-Liquidity: 0.5412)
Zmandar et al. (2021b) FNS Shared Task Hybrid Reinforcement learning Rouge-1F: 0.52
Singh (2020) FNS Shared Task Hybrid Pointer Network + T5 Rouge-1F: 0.466
Mukherjee et al. (2022) ECTSum Hybrid FinBERT + T5 Rouge-1F: 0.467

Table 6: Financial Text Summarisation.

Literature Type of Extraction Method Performance

Xiao et al. (2023) Corporate Event FLAN-T5, FLAN-UL2, FLAN-Alpaca F1-Score (Acquisition: 0.70, SEO: 0.79, CBI: 0.61)
Jacobs and Hoste (2022) Corporate event BERT, RoBERTa, XLM, and XLNet Precision: 0.737, Recall: 0.564, F1-Score: 0.591
Jacobs et al. (2018) Corporate event SVM, RNN-LSTM Precision: 0.80, Recall: 0.71, F1-Score: 0.73
Ein-Dor et al. (2019) Corporate event BERT Precision: 0.93, Recall: 0.95, F1-Score: 0.94
Carta et al. (2021a) Corporate event Hierarchical clustering Silhouette Coefficient: 0.3, Dunn Index: 0.46
Guo et al. (2020a) Corporate event GNN + Transformer Precision: 0.844, Recall: 0.791, F1-Score: 0.817
Cheng et al. (2020) Corporate event and relation OpenIE, Bidirectional LSTM Macro-F1: 0.7686, Micro-F1: 0.7515,

Weighted-F1: 0.7527
Zhou et al. (2021) Corporate event Bi-level event detector Win Rate: 0.545 Big Win Rate: 0.342
Balashankar et al. (2019) Causal relationship Predictive causal graph RMSE: 0.020
Izumi and Sakaji (2020) Causal relationship Causal-chain search algorithm F1-Score (Financial Summaries: 0.71, Newspaper: 0.83)
Takayanagi et al. (2024) Causal relationship ChatGPT FinCausal (Precision: 0.646, Recall: 0.795, F1-Score: 0.713)
Rajpoot and Parikh (2023) Relation extraction LLMs F1-Score: 0.718
Hillebrand et al. (2022) Relation extraction KPI-BERT F1-Score: 0.7032
Zhang and Zhang (2023) Entity extraction FinBERT-MRC F1-Score: (ChFinAnn: 0.9278, AdminPunish: 0.9680)
Oral et al. (2020) Entity extraction BiLSTM-CRF Macro-F1: 0.8925, Micro-F1: 0.9223

Table 7: Information Extraction.

textual sources (Yang et al., 2022b). IE is extensively used in the finance
sector, particularly for the identification and detection of entities, corporate
events, relations, causal relationships, financial document structure, etc.

Event extraction is a fundamentally challenging task in NLP, extensively
applied to manage vast and rapidly expanding collections of financial cor-
pus which often contain multiple events with their elements scattered and
mixed across the documents, complicating the extraction process (Guo et al.,
2020a). In terms of event extraction from financial texts, Jacobs et al. (2018)
demonstrated that a feature-engineered linear kernel SVM approach obtains
better performance than RNN-LSTM word-vector in the identification of
corporate events from news articles. Jacobs and Hoste (2022) proposed
SENTiVENT, an annotated English economic news corpus of fine-grained
company-specific events at the sentence level, and performed text classifica-
tion using pre-trained BERT, RoBERTa, XLM, and XLNet models. Xiao
et al. (2023) fine-tuned the FLAN series of models to evaluate the effec-
tiveness of LLMs in the context of corporate event prediction. A weakly
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supervised approach has also been adopted for event extraction. For ex-
ample, Ein-Dor et al. (2019) leveraged information contained in Wikipedia
to generate a weakly labeled sentence dataset, demonstrating its effective-
ness for company-specific events in news articles. In terms of unsupervised
approaches, Carta et al. (2021a) proposed a hierarchical clustering-based
approach that integrates news articles and StockTwits messages to detect
corporate events.

The construction of knowledge graphs and their integration into event
extraction has garnered significant attention from researchers. Guo et al.
(2020a) enhanced the document-level event extraction by integrating a knowl-
edge graph capturing entity relations and their attributes. Specifically, the
proposed model employed a graph encoder to embed knowledge graph in-
formation for entities, applied named entity recognition to identify poten-
tially relevant entities, and incorporated a transformer and linear layer to
integrate the graph embeddings of the extracted entities into the event ex-
traction model. Cheng et al. (2020) introduced an event embedding frame-
work, based on a knowledge graph, which not only extracts structured events
from unstructured texts, but also builds the knowledge graph using the en-
tities and relations mentioned therein, and then incorporates the knowledge
graph information into the objective function of an event embedding learning
model using a joint model. The learned representations serve as inputs for
subsequent quantitative trading strategies. Meanwhile, Zhou et al. (2021)
presented a bi-level event detection model to detect corporate events from
news articles which are subsequently used to predict stock movement for the
event-driven trading strategy. The model includes low-level and high-level
event detectors. The low-level detector identifies specific event-describing
sub-sequences by classifying each token, while the high-level takes the pre-
dicted results and integrates them with the global contextual information
from the input article to predict the probabilities of each event’s existence.
The multi-task learning approach is also explored in identifying financial
events. For instance, Li and Zhang (2021) introduced a unified model for
financial event classification, detection, and summarization. Specifically, the
model leveraged pre-trained BERT to encode financial documents, with the
encoded information shared across the event type classification, detection,
and summarization components. A transformer structure serves as the de-
coder for the event summarization task. Alongside the input document en-
coded by BERT, the decoder incorporates predicted event types and cluster
information, enabling it to focus on specific aspects of the event type during
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the summary generation.
Extraction of relations and causality (Mariko et al., 2022; Moreno-Sandoval

et al., 2023) represents a prominent research domain within information
extraction. Relation extraction stands as a pivotal task within NLP, fo-
cusing on identifying and categorizing connections between entities refer-
enced in text. Rajpoot and Parikh (2023) proposed GPT-FinRE, which ex-
plored the potential of GPT with two retrieval strategies, KNN and Efficient
Prompt Retrieval (EPR), on the financial relation extraction task on REFinD
dataset (Kaur et al., 2023). Hillebrand et al. (2022) introduced a novel model
that includes three main building blockers, a BERT-based sentence encoder,
a named entity recognition decoder, and a relation extraction decoder, to
extract and link key performance indicators from financial reports. Causal-
ity detection, meanwhile, seeks to unveil the causal relationships between
entities, with applications ranging from stock movement prediction (Bal-
ashankar et al., 2019) and supporting financial information services (Izumi
and Sakaji, 2020). For example, Balashankar et al. (2019) proposed the Pre-
dictive Causal Graph by discovering the influence between words, based on
temporal co-variance and demonstrated that PCG outperforms other graph-
based methods in stock market prediction. To assess GPT’s performance
in causal reasoning, Takayanagi et al. (2024) conducted a comprehensive
evaluation of ChatGPT’s causal text mining capabilities and observed that
causal hallucination is evident in the low precision on the FinCausal dataset
when implementing ChatGPT to detect causality relationship. Sharma et al.
(2022) released FinRED4, a relation extraction dataset curated from finan-
cial news and earning call transcripts containing relations from the finance
domain. Lastly, Becquin (2020) formulates the causality extraction into a
span extraction and sequence labeling task. Span extraction aims to extract
text spans, such as words or phrases, from plain texts (Yang et al., 2021).
Specifically, features are generated from an input text using transformers
with high-performance tokenizers, and question-answering state-of-the-art
architecture is implemented with two spans extracted (cause, effect) pairs.
The architecture not only can extract cause and effect but also predict the
number of cause/effect relationships in a document.

Financial named entity recognition (FinNER), which refers to the process
of identifying and categorizing specific entities, such as companies, curren-

4https://github.com/soummyaah/FinRED/
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cies, dates, and numerical values, within financial texts, is a challenging task
in financial text information extraction (Zhang and Zhang, 2023). Zhang
and Zhang (2023) proposed a new model termed FinBERT-MRC by for-
mulating FinNER task as a machine reading comprehension (MRC) prob-
lem, and achieved competitive performance. Oral et al. (2020) extracted
named entities with a BiLSTM-CRF architecture from text-intensive and vi-
sually rich scanned documents and predicted binary relations for each entity
pair using a graph-based MLP architecture. Shah et al. (2022) proposed a
novel domain-specific model named FLANG (Financial LANGuage) which
enhances masking using financial keywords and phrases, incorporating span
boundary objective and in-filing objective. Together, an open-source com-
prehensive suite of benchmarks for the financial domain, named Financial
Language Understanding Evaluation (FLUE), is released. It includes new
benchmarks across NLP tasks which are sentiment analysis, FinNER, finan-
cial structure boundary detection, and financial question answering. The
source dataset for FinNER is from (Alvarado et al., 2015).

Lastly, researchers also explored financial information extraction tasks
such as financial document structure extraction (Kang et al., 2022), which
extracts table-of-contents (TOC) from financial documents by detecting the
document titles and organizing them hierarchically into a TOC, and structure
boundary detection (Au et al., 2021), an extension of boundary detection,
which extracts the boundaries of sentences, lists and list items, including
structure elements like header, footer and tables.

3.5. Question Answering, Virtual Assistant and Chatbot

Question Answering (QA) systems, virtual assistants, and chatbots lever-
aging NLP techniques serve distinct yet overlapping roles in the realm of
dialogue interactions. QA systems are optimized for precision and are adept
at fetching exact answers from structured and unstructured data, primar-
ily used in settings requiring high accuracy such as academic research or
customer support (Ishwari et al., 2019). Virtual assistants are crafted for
a wide range of functionalities, from managing daily activities to handling
enterprise processes. These systems prioritize user interaction and strive
to simplify and enhance the user experience. Chatbots, particularly those
integrated with LLMs, focus on simulating conversational human interac-
tions to enhance customer engagement and service with responses that are
context-aware and increasingly personalized. Despite their differences, all
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these technologies interpret and respond to human language, tailoring their
functionalities to specific user needs and contexts.

3.5.1. Question Answering

Question Answering (QA) involves designing a system that can answer
questions posed by humans in natural language. It is an NLP area that re-
quires the integration of several fundamental components, such as tokeniza-
tion, entity extraction, intent detection, and more. Key challenges include
understanding the intent behind the query and retrieving the most relevant
information from a set of documents (Cambria, 2024). In addition to general
QA which answers natural language questions (Maia et al., 2018), the finance
domain requires complex numerical reasoning and understanding of heteroge-
neous representations (Chen et al., 2021). Recent research in QA has delved
into various aspects, including the development of datasets (Wang, 2022) that
challenge the reading comprehension abilities of models, like SQuAD (Ra-
jpurkar et al., 2016) and TriviaQA (Joshi et al., 2017) and the enhancement
of reasoning capabilities necessary for answering questions more accurately.
Numerical reasoning capability is another area of focus for QA in finance.
Chen et al. (2022) propose ConvFinQA, a new large-scale dataset aiming to
study the chain of numerical reasoning in conversational question answer-
ing. Li et al. (2022) introduced FinMath, which injects a tree-structured
neural model to perform multi-step numerical reasoning, aiming to improve
the numerical reasoning capacity of the model. Chen et al. (2021) released
a new large-scale dataset, FINQA, for numerical reasoning over financial re-
ports. Other areas of focus include open-domain question answering (Zhang
et al., 2023c), which involves extracting answers from large, unstructured
datasets using sophisticated retrieval and reading strategies. The quest for
sophisticated QA systems in finance also extends to the ability to handle
hybrid data, combining both tabular and textual content. For example, Zhu
et al. (2021a) introduced TAT-QA, a benchmark leveraging both tabular and
textual content, demonstrating the importance of context in finance-related
queries, and further proposed a novel QA model termed TAGOP, which is
capable of reasoning over both tables and text. Deng et al. (2022) also pre-
sented the PACIFIC dataset to facilitate conversational question answering
(CQA) over hybrid contexts in finance. Further, the knowledge-enhanced
QA system, which enables information retrieval from an external knowledge
base or knowledge graph, has improved the performance on QA tasks (Bulla
et al., 2021; Nararatwong et al., 2022). Lastly, the evaluation of LLM’s ca-
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pability including mathematical reasoning for QA over financial documents
has also attracted researchers’ attention significantly (Panwar et al., 2023;
Srivastava et al., 2024).

3.5.2. Virtual Assistant and Chatbot

Unlike research in QA, which primarily leverages golden datasets, virtual
assistant and chatbot are more application-oriented, spanning various func-
tions in finance such as customer service (Okuda and Shoda, 2018), personal
finance advice (Kobets and Kozlovskyi, 2022), cryptocurrency (Xie et al.,
2019), and anti-fraud (Chang et al., 2022) etc. Virtual assistants are de-
signed to perform tasks, based on user requests. These tasks can range from
finding information online, like the best local restaurants, to more complex
activities such as scheduling appointments. The effectiveness of a virtual
assistant hinges on its ability to accurately parse the user’s intent and to
retrieve and interact with the relevant information effectively. Research in
this domain often focuses on enhancing the assistants’ understanding of user
intents through improved dialogue management systems (Finch and Choi,
2020; Zhu et al., 2021b) and by refining the query processing capabilities that
help in better understanding and actioning user requests. The development
of LLMs has significantly influenced the evolution of chatbots. These mod-
els, trained on vast text collections, are capable of generating responses that
mimic human conversation and handle a wide range of linguistic tasks. The
quality of these responses is heavily dependent on the context provided. Ma-
jor tech companies like OpenAI, Meta, and Google primarily oversee these
sophisticated models. Factors such as high computational costs, extensive
data collection requirements, specialized expertise and labor, infrastructure
and maintenance needs, licensing and intellectual property costs, and sub-
stantial energy consumption make it prohibitively expensive for corporations
to develop and train these models from scratch. Consequently, practical ap-
plications of LLMs often involve methods like fine-tuning or advanced context
management strategies. Recent innovations in this field include RAG tech-
niques (Balaguer et al., 2024), which bolster the domain-specific abilities of
chatbots, and developments like MEM-GPT (Packer et al., 2024), which
approach LLMs as operating systems capable of both long and short-term
memory management to efficiently update and manage context. Further-
more, the infinite attention mechanism (Munkhdalai et al., 2024) employs
transformers to dynamically manage context length, addressing the inherent
token limitations of LLMs. Additional research has concentrated on model
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Literature Data Sources Method Performance

Li et al. (2022) TAT-QA RoBERTa-large, Auto-regressive sequence-to-tree model Exact Match: 0.586, numeracy-focused F1: 0.641
Zhu et al. (2021a) TAT-QA RoBERTa, Sequence tagging, aggregation operator, scale prediction Exact Match: 0.501, numeracy-focused F1: 0.580
Chen et al. (2022) CONVFINQA RoBERTa-large, FinQANet Execution accuracy: 0.6890, program accuracy: 0.6824
Chen et al. (2021) FinQA RoBERTa-large, FinQANet Execution accuracy: 0.6124, program accuracy: 0.5886

Table 8: Question Answering, Virtual Assistant and Chatbot.

fine-tuning strategies such as parameter-efficient fine-tuning (PEFT) by (Xu
et al., 2023) and LOw Rank Adoption (LORA) by (Hu et al., 2021), which
train LLMs through low-rank parameterization or in computationally effi-
cient ways. Recent alignment efforts in LLMs include techniques like Rein-
forcement Learning with Human Feedback (RLHF) by (Kaufmann et al.,
2024) and Supervised Fine-Tuning (SFT) by (Mecklenburg et al., 2024).
Reinforcement Learning with Generative Adversarial Feedback (Yu et al.,
2024) provides an alternative alignment method that overcomes the chal-
lenges posed by RLHF, which is constrained by the expertise and produc-
tivity limitations of human evaluators, and SFT, which relies on additional,
carefully selected expert demonstrations. Lastly, the trends and character-
istics of chatbot development in finance include personalization (Khan and
Rabbani, 2020), decentralization (Bhuiyan et al., 2020), and ontology-based
approaches (Suhel et al., 2020), among others.

As chatbots become more integral to finance operations, ensuring they op-
erate reliably and ethically is crucial. This involves designing systems that
are not only accurate but also trustworthy and free from biases. Current
research (Pandya and Bhatt, 2021) is exploring how to implement safety
features and ethical guidelines to prevent the generation of harmful or mis-
leading responses. These guardrails are essential for maintaining user trust
and ensuring that interactions are both helpful and safe.

3.6. Risk Management

3.6.1. Financial Risk Prediction

Research in financial risk prediction leverages a variety of data sources
including financial reports (Kogan et al., 2009; Wang et al., 2013; Tsai and
Wang, 2014; Nopp and Hanbury, 2015), financial news (Tsai and Wang, 2014;
Nopp and Hanbury, 2015) and earning calls (Wang and Hua, 2014). Wang
et al. (2013) explored the impact of sentiment words on financial risk, by es-
tablishing a regression model to predict future real-value risk, based on senti-
ment analysis and a ranking model to assess risk levels, using financial reports
i.e., Section 7: management’s discussion and analysis of financial conditions

25



and results of operations (MD&A) in the 10-K Form. The findings reveal
that models developed using sentiment words outperform those trained on
original texts, underscoring the significance of financial sentiment lexicons in
predicting financial risk. Furthermore, the results also indicate a strong cor-
relation between financial risk and financial sentiment words. Wang and Hua
(2014) defined financial risk as stock price volatility in the subsequent week
and investigated its relationship with earnings calls. It utilized uni-grams, bi-
grams, part-of-speech tags, named entities, and probabilistic frame-semantic
features to construct a Gaussian copula model, evaluated by Kendall’s tau
and Spearman’s correlation. The research examined three datasets consist-
ing of transcribed quarterly earnings calls from the U.S. stock market during
the period of the Great Recession. The datasets were categorized into three
periods: pre-2009 (2006-2008), which marks the onset of the economic down-
turn; 2009, capturing the global spread of the financial crisis; and post-2009
(2010-2013), during the global economic recovery. It has demonstrated the
potential of using quarterly earnings calls to predict short-term stock volatil-
ity. Another study by (Rekabsaz et al., 2017) explored volatility forecasting
using SVM with Radial Basis Function (RBF) by employing textual fea-
tures extracted from financial disclosures, such as Term Count (TC), Term
Frequency (TF), TF-IDF, and BM25, combined with a dimension reduc-
tion strategy using Principal Component Analysis (PCA). Additionally, the
study integrated market features like current volatility and sector specifics
from factual market data. This sentiment analysis approach notably sur-
passed existing leading methods, demonstrating that data from 10-K reports
are valuable for predicting volatility. Xing et al. (2019b) introduced the
Sentiment-Aware Volatility Forecasting (SAVING) model, combining sym-
bolic and sub-symbolic AI approaches by infusing grounded knowledge into
neural networks. This model uses market sentiment to enhance predictions
of stock return fluctuations. It surpasses traditional statistical models like
GARCH and its variants, the Gaussian-process volatility model, and the
latest neural stochastic volatility model and variational recurrent neural net-
works. In a separate study, Deveikyte et al. (2020) developed a classifier for
market volatility using Latent Dirichlet Allocation for topic modeling. The
study demonstrates a significant negative correlation between positive social
media sentiments, such as tweets, and the subsequent day’s market volatil-
ity, by analyzing the relationship between financial news, tweets, and the
FTSE100 index. The findings also highlight that the accuracy of the model
depends on the selected number of topics.
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Literature Data Source Method Performance

Wang et al. (2013) 10-K reports SVR Regression (MSE: 0.14894),
Ranking (Kendall’s Tau: 0.60458, Spearman’s Rho: 0.63403)

Wang and Hua (2014) Earning calls Linear Regression, Linear SVM, Spearman (Pre-2009: 0.425, 2009: 0.422, Post-2009: 0.375)
Gaussian SVM, Gaussian Copula Models Kendall: (Pre-2009: 0.315, 2009: 0.310, Post-2009: 0.282)

Oliveira et al. (2017) Twitter MR, NN, SVM, RF, Ensemble daily return (Lowest NMAE: NDQ, 7.58)
daily trading volume (Lowest NMAE: DJIA, 5.84)
daily volatility (Lowest NMAE: DJIA, 2.79)

Rekabsaz et al. (2017) 10-K reports GARCH, SVM MSE: 0.111, R2: 0.527
Xing et al. (2019b) StockTwits SAVING, (E)GARCH, TARCH, GJR, Negative Log-Likelihood (NLL): -3.0642

GP-vol, VRNN, NSVM, LSTM, s+LSTM
Deveikyte et al. (2020) RavenPack, Twitter, Logistic Regression Accuracy (Headlines: 65%, Tweets: 65%, Stories: 67%)

Thomson Reuters F1-Score (Headlines: 64%, Tweets: 64%, Stories: 63%)

Table 9: Financial Risk.

3.6.2. Fraud Detection

Fraud detection in finance is a broad field that encompasses various strate-
gies and methodologies to identify unusual patterns that may indicate fraudu-
lent activities. In the finance sector, fraudulent activities can be categorized
into transaction fraud, mortgage fraud, corporate and financial statement
fraud, money laundering fraud, securities and commodities fraud, insurance
fraud, and cryptocurrency fraud (Al-Hashedi and Magalingam, 2021). The
advent of NLP techniques marks a significant transformation in detecting and
preventing fraudulent activities. By leveraging NLP’s power to sift through
vast amounts of unstructured data, ranging from customer correspondences
and transaction narratives to financial statements and digital social inter-
actions, financial institutions are now better equipped to identify suspicious
patterns and inconsistencies that may indicate fraud.

The primary research focus of NLP in fraud detection centers on identi-
fying fraudulent transactions as well as detecting fraud within corporate and
financial statements. Rodŕıguez et al. (2022) presented a novel approach for
fraud transaction detection, based on the transformer model. Boulieris et al.
(2023) proposed FraudNLP, the first anonymized dataset accessible to the
public for detecting online fraud, and benchmarked both machine learning
and deep learning techniques with multiple evaluation measures. Addition-
ally, they argue that online behaviors adhere to patterns similar to natural
language, suggesting that natural language processing techniques can effec-
tively address these phenomena. Yang et al. (2023) introduced FinChain-
BERT, demonstrating a successful application of BERT models in detect-
ing financial fraud and showing effectiveness in handling complex financial
text information. In terms of corporate and financial statement fraud, Chen
et al. (2017) employs a fusion of NLP, Queen Genetic Algorithm (QGA), and
SVM techniques to create a novel approach for identifying fraudulent con-
tent within the narratives of annual reports. Dong et al. (2018) automatically
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Literature Task Method Performance

Rodŕıguez et al. (2022) Fraudulent transactions RF, IF, SVM, KNN, LSTM, transformer F1-Score: 0.830, MCC: 0.801, AUC: 0.871
Yang et al. (2023) Fraud detection from financial texts FinChain-BERT Precision: 0.97, Recall: 0.96, Accuracy: 0.97
Boulieris et al. (2023) Fraudulent transactions LR, RF, KNN, SVM, LSTM, CNN, TCN AUPRC: 0.404, F1 Score: 0.467
Craja et al. (2020) Financial statement fraud LR, RF, SVM, XGB, ANN, HAN, GPT-2 w/ Attn AUC: 0.9264, F1-score: 0.7500
Chen et al. (2017) Financial statement fraud QGA-SVM Accuracy: 0.852482
Achakzai and Peng (2023) Financial statement fraud Dynamic ensemble selection algorithm AUC: 0.763, MCC: 0.354, AP: 0.443
Seemakurthi et al. (2015) Financial statement fraud LR, SVM, NN, LDA, Ensemble Accuracy: 0.887, Specificity: 0.58, AUC: 0.72
Dong et al. (2018) Corporate fraud detection SVM, NN, DT, LR Accuracy: 0.8000, Recall: 0.8304,

F1-Score: 0.7908, AUC: 0.8503
Mao et al. (2022b) Corporate fraud detection LR, DT, RF, XGB Accuracy: 0.8502, AUC: 0.7508

Table 10: Fraud Detection.

captures various signals including sentiment and emotional attributes, topic
characteristics, lexical features, and social network dynamics from financial
social media data, which are subsequently integrated into machine learning
classifiers to detect corporate fraud. Craja et al. (2020) detects fraud from
financial statements using a hierarchical attention network (HAN) to extract
text features from annual reports including the Management Discussion and
Analysis (MD&A) section. Achakzai and Peng (2023) proposed a Dynamic
Ensemble Section (DES) algorithm to detect fraudulent firms. A novel ap-
proach involves integrating a knowledge graph for fraud detection. Specif-
ically, Mao et al. (2022b) developed a related-party transactions (RPTs)
knowledge graph, by using techniques such as information extraction, entity
extraction, relation extraction, and attribute extraction, to detect financial
fraud.

3.6.3. Credit Scoring

This section explores how NLP can enhance the qualification and quan-
tification of an individual’s creditworthiness. Traditional credit scoring meth-
ods rely heavily on factors such as credit history, income, and outstanding
debts. However, NLP techniques offer an alternative approach by analyzing
an individual’s digital footprint, including social media messages, website
interactions, and online browsing and purchasing behaviors, to assess their
ability to repay debts. NLP-based credit scoring has the potential to provide
financial solutions to unbanked communities that may not have access to tra-
ditional credit evaluation methods. By leveraging alternative data sources,
NLP techniques can enhance the assessment of an individual’s creditworthi-
ness without the need for intrusive data collection methods, thereby offering
a more accessible and inclusive approach. In the realm of business credit
scoring, the extensive corpus of texts issued by or related to companies, in-
cluding management reports, news articles, and social media content, offers
significant opportunities for gaining deeper insights into a company’s finan-
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cial health (Ahmadi et al., 2018).
Markov et al. (2022) reviewed recent trends and considerations, noting

a sustained increase in research focused on credit scoring. The research on
NLP application in credit scoring can be broadly categorized into consumer
credit scoring (Wang et al., 2018; Kriebel and Stitz, 2022; Netzer et al.,
2019) such as default risk and business credit scoring (Stevenson et al., 2021;
Matin et al., 2019; Mai et al., 2019) such as default risk, corporate dis-
tress and bankruptcy prediction (Nießner et al., 2022). Within the consumer
credit scoring category, the focus is predominantly on peer-to-peer (P2P)
lending, Wang et al. (2018) proposed a novel consumer credit scoring ap-
proach using attention-based LSTM by incorporating the sequence of events
in the online user operation behavior data, outperforming models without the
operation behavior data, suggesting the value of user actions for improved
credit risk assessment. Kriebel and Stitz (2022) adopted machine learning
and deep learning methods to predict the risk of default using user-generated
text such as the brief description of themselves and the reason for their loan
request and the results indicate that the text provided by users is valuable
for predictions. Netzer et al. (2019) implemented text mining and machine
learning techniques to automatically process and analyze raw text in loan
requests, and the findings indicated that incorporating textual information
from the loan into the predictive model significantly enhances the prediction
of loan defaults. In terms of business credit scoring, Stevenson et al. (2021)
proposed a deep learning approach using BERT to demonstrate the value
of text for small business default prediction. Matin et al. (2019) predicted
corporate distress using deep learning of text segments in annual reports and
(Mai et al., 2019) predicted corporate bankruptcy forecasting using textual
disclosures in annual reports. The credit scoring task is formulated into a
classification problem. The machine learning models such as Multilayer Per-
ceptron (MLP), Linear Discrimination Analysis (LDA), Logistic Regression
(LR), Support Vector Machine (SVM), Random Forest (RF) and XGBoost
(XGB), and deep learning models, such as Average Embedding Neural Net-
works (AE), CNN, RNN, LSTM, BERT and RoBERTa, are widely adopted.

3.7. Financial Regulatory Compliance Monitoring

The potential of AI in enhancing financial regulatory compliance moni-
toring is significantly bolstered by NLP technologies (Hassan et al., 2023).
The integration of NLP into financial regulatory compliance monitoring has
become increasingly transformative, potentially reshaping the landscape of
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Literature Data Source Method Performance

Wang et al. (2018) Online operation behavior data of borrowers Attentive LSTM AUC: 0.672, KS: 0.28
for peer-to-peer (P2P) lending

Kriebel and Stitz (2022) Text such as brief description of themselves and RF, XGB, CNN, RNN, AE, BERT, AUC (Incl. text: 0.712,
the reason for their loan request provided by users Convolutional RNN, and RoBERTa Excl. text: 0.702)

Yang et al. (2022a) Personality mining from social media LDA, NB, SVM, MLP, and LR Precision: 0.8325, Recall: 0.9437
information of borrowers F1-Score: 0.8830, Accuracy: 0.8757

Stevenson et al. (2021) Short description of the applicant’s business LR, RF, BERT AUC (New: 0.86, Existing: 0.88)
context, the requirement of the loan etc.

Netzer et al. (2019) Text in loan requests LR, RF AUC: 0.7260
Gao et al. (2023) Written description of the borrower’s financial Hypothesis testing Marginal effects are reported to

situation and purpose of the loan show statistical significance
Matin et al. (2019) Corporate distress prediction using annual CNN-LSTM, XGB, LR AUC: 0.844, Log score: 0.1064

reports and financial
Mai et al. (2019) Corporate bankruptcy prediction using textual CNN, LR, SVM, RF Accuracy: 0.712, AUC: 0.856

disclosures in annual reports
Ahmadi et al. (2018) Corporate bankruptcy prediction using business Dependency Sensitive Cohen’s Kappa: 0.6544,

management reports Convolutional Neural Networks Accuracy: 0.8414, F1-Score: 0.8760
El-Qadi et al. (2023) Comments including company description, LR, SVM, RF, XGB, LightGBM, F1-Score: LR-0.209, Accuracy: MLP-0.923

business context, and activities MLP Precision: RF-0.340
Nguyen and Huynh (2022) Assess manager’s reflections towards company LR Psuedo R2: 0.2008

performance in financial reports

Table 11: Credit Scoring.

regulatory compliance management (Butler and O’Brien, 2019). Despite
these advancements, research in specific application areas remains sparse.
NLP is applied to analyze communications within financial institutions to
ensure compliance with regulatory requirements. It examines emails, chats,
and documents for any suspicious content or language that might suggest
manipulative actions or insider trading, boosting the surveillance effective-
ness and proactively preventing potential breaches of compliance (Jain et al.,
2024). Additionally, Al-Shabandar et al. (2019) emphasized the importance
of real-time monitoring of transaction data, the identification of anomalies,
and the application of NLP to align regulatory rules with institutional data.
Furthermore, Abualhaija et al. (2024) introduced an automated approach for
monitoring and analyzing changes in financial regulations.

3.8. Explainable AI (XAI) in Finance

The notion of explainability holds tremendous importance in highly reg-
ulated domains such as finance where decisions can have significant conse-
quences (Cambria et al., 2023; Weber et al., 2023). Yeo et al. (2023) has cat-
egorized the explanation procedure into feature relevance, simplification, by
example, visual, and textual. Most studies in NLP in finance, such as credit
scoring, financial forecasting, and FSA, emphasize explainability through vi-
sual, feature relevance, and simplification procedures. Specifically, in visual
explanation, Kumar et al. (2017) introduced a method called Class Enhanced
Attentive Response (CLEAR), which utilizes deconvolution on the penulti-
mate layer before the output to create a visual attention map. This method
graphically highlights the periods with the highest degree of attention by
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the stock-picking agent, along with a separate plot corresponding to the
sentiment class of the stock. Deng et al. (2019), on the other hand, applied
knowledge graphs to visually link event entities that are extracted from stock
news, offering a graphical representation of the relationships between features
and their corresponding predictions. In terms of feature relevance, Carta
et al. (2021b) explored the explainability of feature relevance by adopting
various configurations of a permutation importance technique to prune less
significant technical indicators, followed by the implementation of decision
tree techniques for predicting stock market trends. The proposed method
was found to be more reliable than LIME. Similarly, Ong et al. (2023) used
aspect-based sentiment analysis to investigate the correlation between stock
price movements and key aspects identified in tweets, determining the senti-
ment of each aspect through a SenticNet-based graph convolutional network
(GCN) (Liang et al., 2022). This approach mirrors the feature relevance
technique, with its focus on identifying key contributing aspects and their as-
sociated polarity values, emphasizing the interplay among financial variables
rather than direct financial forecasting. For simplification procedure, Bandi
et al. (2021) combined sentiment analysis and technical analysis to develop a
random forest model for stock forecasting, explained through LIME. More-
over, Gite et al. (2021) employed LIME together with the LSTM-CNN model
to effectively identify keywords that align with the target sentiment. In re-
lated work, Yuan and Zhang (2020) adopted GPT-2 (Radford et al., 2019)
for generating text explanations, incorporating specific keywords in the gen-
erated text. The presented method, named SC-DBA (soft-constrained dy-
namic beam allocation), uses a distinct network designed for analyzing news
titles to extract keywords associated with different tiers of anticipated mar-
ket volatility. The efficacy of the proposed method is evaluated, based on
the fluency and practical relevance of the generated explanation. Specifi-
cally for NLP, Danilevsky et al. (2020) categorized XAI for NLP into local
versus global and self-explaining versus post-hoc, with explainability tech-
niques including feature importance, surrogate model, example-driven and
provenance-based, and declarative induction.

3.9. ESG and Sustainable Finance

Lim (2024) conducted an extensive review of ESG and AI in the finance
sector. However, our primary interest lies in the application of NLP tech-
niques within this domain. While research like that of (Capelli et al., 2021),
which integrates structured ESG data into financial forecasting, falls within
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the broader category of ESG and AI in finance, it does not align with our spe-
cific focus on NLP methodologies. The NLP research in ESG and sustainable
finance encompasses two primary streams, which have attracted researchers
from both academia (Chen et al., 2023b) and industry (Glenn et al., 2023;
Wang et al., 2023; Pasch and Ehnes, 2022; Raman et al., 2020). The first
focuses on ESG disclosure, measurement, and governance including the iden-
tification of ESG topics and issues (Koloski et al., 2022; Smeuninx et al.,
2020; Chen et al., 2023b; Kouloukoui et al., 2023; Nugent et al., 2021), ad-
dressing how NLP can enhance transparency, accuracy, and effectiveness in
reporting and managing ESG criteria. The second stream explores the inte-
gration of ESG factors into broader financial applications, seeking innovative
ways to incorporate ESG considerations into sentiment analysis (Sandwidi
and Mukkolakal, 2022), portfolio management (Sokolov et al., 2021a), and
risk management (Guo et al., 2020b; Apel et al., 2023; Jan, 2021; Mehra et al.,
2022) etc. This distinction emphasizes the role of NLP in enhancing the ESG
reporting framework and its potential to weave ESG considerations into the
broader landscape of financial decision-making and product development.

Table 12 presents the research on NLP in ESG and sustainable finance.
From the standpoint of NLP techniques, the fine-tuning of transformer-based
models for ESG criteria has emerged as a prominent area of research (Mehra
et al., 2022; Pasch and Ehnes, 2022; Nugent et al., 2021; Pasch and Ehnes,
2022). Specifically, Raman et al. (2020) used pre-trained BERT, XLNet,
and RoBERTa to analyze the transcripts of corporate earning calls and de-
tect historical trends of ESG discussions. Mehra et al. (2022) proposed ES-
GBERT for classification tasks related to corporate ESG practices. Chen
et al. (2023b) adopted BERT-like language models with data augmentation
for multi-lingual ESG issue identification. The same ESG issue identification
task is performed by (Glenn et al., 2023) using synthetic data and transfer
learning and (Wang et al., 2023) by contrastive learning with BERT.

3.10. NLP for Digital Assets

Another promising domain for NLP in finance is within the realm of dig-
ital assets. NLP for digital assets is a distinct area of application, reflecting
our belief in NLP’s potential to significantly influence the landscape of dig-
ital assets. Over the past decade, there has been an explosion of digital
assets and digitalisation of financial services (Król and Zdonek, 2022). Cryp-
tocurrencies and Non-Fungible Tokens (NFTs) represent two of the most
significant types of digital assets. Cryptocurrencies, or digital currencies,
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Literature Task Method Performance
Guo et al. (2020b) Predict stock volatility BERT, Bayesian Model Ensemble RMSE (MSCI-US: 0.289, AC-EU: 0.281)

MAE (MSCI-US: 0.249, AC-EU: 0.241)
Apel et al. (2023) Approximate changes in transition risk BERT and multivariate regression Significance is observed for pure-play

from climate-related news events and decarbonized indices
Jan (2021) Detect information asymmetry for RNN, LSTM Accuracy: 0.9488, F1-Score: 0.9231,

sustainable development AUC: 0.9586
Mehra et al. (2022) Classify environmental score change BERT Accuracy for Change/No Change: 0.6709

Accuracy for Positive/Negative: 0.793
Sandwidi and Mukkolakal (2022) ESG aspect-oriented sentiment analysis RoBERTa, ESG fine-tuning, Accuracy: 0.9130, F1-Score: 0.9020

Attention Augmentation
Koloski et al. (2022) Classify financial texts as sustainable Knowledge-based latent Precision: 0.90, Recall: 0.89, F1-Score: 0.89

or unsustainable heterogeneous representation
Chen et al. (2023b) Identify multi-lingual ESG issue BERT-like models with data augmentation F1-Score (English: 0.69,

French: 0.78, Chinese: 0.392)
Haase and Sassen (2024) Uncover lobbying strategies in sustainable Pre-trained hierarchical topic model Metadata helps to identify stakeholders

finance disclosure regulations and lobbying strategies
Kouloukoui et al. (2023) Analyze tweets and identify the network of Structural topic model The popularity of Twitter as a platform

ESG topics and their trend to discuss CSR and ESG issues, clean and
cleaner production has increased significantly

Lee et al. (2024) Classify E, S, or G using ESG documents BERT, RoBERTa, ALBERT Accuracy: 0.8030, Recall: 0.79,
and calculate ESG rating Precision: 0.79, F1-Score: 0.79

Schimanski et al. (2024) Classify Environment, Social, Governance FinBERT-ESG Accuracy: (E: 0.957, S: 0.934, G: 0.897)
Sokolov et al. (2021b) ESG categorization BERT AUC: 0.88 to 0.97, AUPR: 0.19 to 0.76
Pasch and Ehnes (2022) Classify ESG behavior Fine-tuning transformer models for ESG Accuracy: 0.79, F1-Score: 0.78
Raman et al. (2020) Detect historical trends of ESG discussion BERT, XLNet and RoBERTa Accuracy: 0.782, F1-Score: 0.784
Nugent et al. (2021) Detect ESG topics BERT, Data Augmentation Precision: 0.84, Recall: 0.84, F1-Score: 0.84
Huang et al. (2023) Classify ESG-related discussion FinBERT Accuracy: 0.895, Precision: 0.90

Recall: 0.895, F1-Score: 0.896
Fan and Wu (2022) Study effect of environmental regulations on Multivariate regression Stricter EPA regulations reduce pollution and

firm valuation and policies increase firm innovation, especially green innovation

Table 12: NLP in ESG and Sustainable Finance.

leverage cryptographic techniques to offer secure and decentralized financial
transactions. Bitcoin (BTC) and Ethereum (ETH) are the most well-known
cryptocurrencies. On the other hand, NFTs, share the digital token for-
mat with cryptocurrencies but differ significantly in their nature and usage.
Unlike cryptocurrencies, which are fungible and can be exchanged on a one-
to-one basis like traditional money, NFTs are inherently unique and cannot
be exchanged on a like-for-like basis. This uniqueness allows NFTs to repre-
sent ownership of specific, often one-of-a-kind digital items such as artwork,
collectibles, and even real estate in virtual worlds. Both cryptocurrencies and
NFTs operate on blockchain technology, ensuring transparency, security, and
permanence in transactions and ownership records.

Research in NLP for digital assets primarily focuses on predicting trends
in the cryptocurrency market and providing insights into the NFTs market.
Cryptocurrencies have seen unprecedented value growth, surpassing signifi-
cant historical bubbles (Al-Yahyaee et al., 2019). Recent studies have deep-
dived into cryptocurrency market dynamics, as shown in Table 13, focusing
on causality and correlation to understand behavior over time (Shen et al.,
2019; Kraaijeveld and De Smedt, 2020; Oikonomopoulos et al., 2022). It
has been shown that investor sentiment plays a crucial role in predicting re-
turns of major cryptocurrencies, with nonlinear effects (Naeem et al., 2021).
A hidden Markov Model was developed to predict market trends, based on
sentiment, trading volume, and price, finding that markets react differently
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Literature Data Source Method Task Performance

Shen et al. (2019) Twitter Granger causality test Volume, return and realized volatility Significant for Bitcoin RV and volume
Vector Autoregression

Kraaijeveld and De Smedt (2020) Twitter Granger causality test Cryptocurrency price return Significant predictive power (p < 0.05) on
Bitcoin, Bitcoin Cash and Litecoin

Gao et al. (2021) Twitter Regression Return and volatility Sentiment from Twitter can predict Bitcoin
returns and volatility, based on significance level

Kim et al. (2021) Google Trends Hidden Markov Model Market movement prediction Accuracy: 54%, AUC: 52%
Twitter

Huang et al. (2021) Sina-Weibo Autoregression, LSTM Market movement prediction Precision: 87%, Recall: 92.5%
Saha et al. (2022) Twitter LSTM Financial sentiment, Sentiment: Accuracy: 0.8352, F1-Score: 0.8515

BTC volume correlation BTC Volume: Pearson’s R: 0.1584
Oikonomopoulos et al. (2022) Twitter Granger causality test Price MAPE: 0.0038

Vector Autoregression

Table 13: NLP for Cryptocurrency Market.

to sentiments depending on the overall market condition; however, this re-
search focused solely on Bitcoin (Kim et al., 2021). Another study employed
an LSTM-based RNN model to analyze Chinese social media sentiment’s
impact on cryptocurrency prices, showing improved precision and recall over
traditional autoregressive models (Huang et al., 2021).

In terms of market insights for NFTs, Leitter and Cambria (2023) an-
alyzed 200,000 tweets about NFTs using state-of-the-art neurosymbolic AI
tools, which aims to decode the drivers of online conversations and sentiments
surrounding NFTs, thereby uncovering factors that contribute to their per-
ceived value. Additionally, Meyns and Dalipi (2022) examined the human
perceptions of, or attitudes towards, NFTs, specifically aiming to identify
concerns expressed by social media users engaged with NFTs on Twitter.

3.11. Benchmarks and Evaluation Metrics

We summarize the common benchmark datasets and evaluation metrics
for various applications in Table 14.

The first group of metrics measures the closeness between the predicted
value and ground truth in the context of a regression task. The popular met-
rics include Weighted Cosine Similarity (WCS), Mean Squared Error (MSE),
Mean Absolute Percentage Error (MAPE), and coefficient of determination
or R-squared (R2).

WCS =
|P |
|G|

×
∑n

i=1(Gi × Pi)√∑n
i=1(G

2
i )×

√∑n
i=1(P

2
i )

(1)

where P is the vector of scores predicted by the model and G is the vector
of ground truth scores.

MSE =
1

n

n∑
i=1

(yi − ŷi)
2 (2)
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MAPE =
1

n

n∑
i=1

|yi − ŷi
yi

| (3)

where yi is the gold standard score and ŷi is the score predicted by the model.

R2 = 1−
∑n

i=1(yi − ŷi)∑n
i=1(yi − ȳi)

(4)

where yi is the gold standard score and ŷi is the score predicted by the model.
The second group of metrics measures the categorical accuracy between

predicted value and ground truth in the context of classification tasks. The
popular metrics include Accuracy, Matthews Correlation Coefficient (MCC),
Area Under the Curve (AUC), F1-Score, and the more generalized Fβ-Score
where β can be 1 and 2 for instance.

Accuracy =
TP + TN

TP + FP + TN + FN
(5)

MCC =
TP × TN − FP × FN√

(TP + FP )× (TP + FN)× (TN + FP )× (TN + FN)
(6)

TPR =
TP

TP + FN
(7)

FPR =
FP

FP + TN
(8)

AUC =

∫ 1

0

TPR d(FPR) (9)

Recall =
TP

TP + FN
(10)

Precision =
TP

TP + FP
(11)

F1-Score = 2× Precision× Recall

Precision + Recall
(12)

Fβ-Score = (1 + β2)× Precision× Recall

(β2 × Precision) + Recall
(13)
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In addition, Recall-Oriented Understudy for Gisting Evaluation (ROUGE)
is widely employed in assessing the quality of automatic summarization, ma-
chine translation and question answering. ROUGE-1 evaluates the overlap of
individual words between the generated text (i.e., candidate) and a reference.
ROUGE-2, on the other hand, measures the overlap of bigrams. ROUGE-N
generalizes this approach to N-grams, which can include both unigrams (one
word) and bigrams (two words). Lastly, ROUGE-L focuses on the Longest
Common Subsequence, assessing the longest sequence of words that appears
in both the generated text and the reference in the same order. Given can-
didate C and reference R, O cr represents the number of overlapping N-
grams, L cr represents the longest common subsequence, N c is the number
of N-grams in candidate and N r is the number of N-grams in reference,
ROUGE-N and ROUGE-L metrics can be calculated as follows:

RecallROUGE−N =
O cr

N r
(14)

PrecisionROUGE−N =
O cr

N c
(15)

F1-ScoreROUGE−N = 2× PrecisionROUGE−N × RecallROUGE−N

PrecisionROUGE−N +RecallROUGE−N

(16)

RecallROUGE−L =
L cr

N r
(17)

PrecisionROUGE−L =
L cr

N c
(18)

F1-ScoreROUGE−L = 2× PrecisionROUGE−L × RecallROUGE−L

PrecisionROUGE−L +RecallROUGE−L

(19)

Exact-match accuracy (EM) and numeracy-focused F1 are introduced
into the evaluation of question answering. EM is set to 1 when the char-
acters of the prediction exactly match the characters of (one of) the true
answer(s), otherwise will be 0. Numeracy-focused F1 defines F1 to be 0
when there is a number mismatch between the gold and predicted answers,
regardless of other word overlap. In addition to execution accuracy, Chen
et al. (2021) also proposed program accuracy, by replacing all the arguments
in a program with symbols, and then evaluating if two symbolic programs
are mathematically equivalent. For example, the following two programs are
equivalent programs:
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add(a1, a2), add(a3, a4), subtract(#0,#1)

add(a4, a3), add(a1, a2), subtract(#1,#0)

For ranking tasks, Kendall’s Tau (τ) and Spearman’s Rho (ρ) are com-
monly used non-parametric metrics to measure the strength and direction of
the association between two ranked variables.

τ =
nc − nd

1
2
n(n− 1)

(20)

where n represents the sample size, nc is the number of concordant pairs,
and nd is the number of discordant pairs.

ρ = 1− 6
∑n

i=1 d
2
i

n(n2 − 1)
(21)

where di is the difference in rankings for each object i, i ∈ {1, 2, . . . , n}.
Portfolio management involves comparing the returns of an investment

against its associated risks. Commonly used metrics for this purpose include
the Sharpe ratio, Sterling Ratio, and Sortino Ratio, which are employed to
evaluate the effectiveness of the proposed portfolio selection strategy. Given
Rp the return of a portfolio, Rf the risk-free rate, σp the standard deviation of
the portfolio’s excess return, and σd the standard deviation of the downside.

Sharpe Ratio =
Rp − Rf

σp

(22)

The Sterling Ratio evaluates the risk-adjusted returns of an investment
by focusing on drawdowns rather than volatility.

Sterling Ratio =
Rp − Rf

Average Annual Max Drawdown
(23)

The Sortino ratio, a modified version of the Sharpe ratio, distinguishes
detrimental volatility from overall volatility by using the standard deviation
of negative returns in a portfolio.

Sortino Ratio =
Rp − Rf

σd

(24)
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Research Topic Benchmark Dataset Common Evaluation Metrics

Financial sentiment analysis PhraseBank, SemEval 2017 Task 5, Accuracy, MCC, F1-Score, WCS, MSE, R2

FiQA Task 1, StockSen, SentiEcon GS-1000,
SEntFiN, FinLin, Twitter Financial News

Financial forecasting BIGDATA22, ACL18, CIKM18, EDT Accuracy, MCC, F1-Score, WCS, MSE, MAE, R2

Portfolio management No public dataset available MAE, Accuracy, MCC, Return, Sharpe ratio, Sterling Ratio, Sortino Ratio
Financial narrative processing FNP, FINDSum, ECTSum, EDT, ROUGE, F1-Score, Precision, Recall, Silhouette Coefficient, Dunn Index

CGRAPH, REFinD, Chinese FinNER
Question answering, virtual assistant ConvFinQA, FinQA, TAT-QA, PACIFIC Accuracy, Exact Match, Numeracy-focused F1-Score, ROUGE
and chatbot
Risk management No public dataset available Accuracy, F1-Score, Precision, Recall, AUC, AUPRC, Kendall’s Tau,

Spearman’s Rho, R2, MSE, NMAE, NLL, Cohen’s Kappa
Regulatory compliance monitoring No public dataset available No common metrics available
ESG and sustainable finance No public dataset available Accuracy, AUC, F1-Score, Precision, Recall, RMSE, MAE
Explainable AI in finance No public dataset available No common metrics available
NLP for digital assets No public dataset available Accuracy, AUC, F-Score, MAPE, Pearson’s Correlation Coefficient

Table 14: Benchmarks and Evaluation Metrics.

4. Main Findings

The application of NLP in the financial sector has been transformative
across various facets, from enhancing operational efficiencies to enabling more
personalized customer engagements and improving strategic decision-making
processes. We summarize our main findings from the following aspects.

4.1. Growing importance of NLP in finance

To address our first research question: What are the key drivers behind
the increasing importance of NLP in the finance sector, and how do these
drivers address the unique challenges and opportunities within this industry?
The growing importance of NLP in the finance sector is driven by several key
factors. First, the exponential growth in data, including unstructured data
from financial documents, news, reports, social media, etc, necessitates so-
phisticated tools like NLP for efficient data processing and insight generation.
Second, the advancement of NLP technologies, particularly from pre-trained
language models to large language models, plays a crucial role in propelling
the use of NLP in finance. NLP enables enhanced financial forecasting and
sentiment analysis, allowing firms to make more informed decisions. Addi-
tionally, the complexity and volume of financial regulations demand advanced
solutions for compliance monitoring, where NLP can automate and stream-
line the extraction and management of pertinent information. Moreover, as
financial services increasingly move towards digital interfaces, NLP-powered
virtual assistants and chatbots are essential for improving customer interac-
tion and service efficiency. Lastly, the need for transparency and better risk
management prompts the integration of NLP in areas like fraud detection
and financial risk prediction, helping firms identify potential threats faster
and with greater accuracy. These drivers collectively address the unique
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challenges of managing vast amounts of diverse data, ensuring compliance,
enhancing user engagement, and bolstering security in the finance industry.

4.2. Stages of Maturity and Adoption of NLP in Finance

To address our second research question: How has NLP transformed fi-
nancial services and products from the past to the present, and what are
the anticipated future developments in this area? What emerging areas of
application for NLP in finance are being explored, and what potential do
these areas hold for the future of financial services? We assess the stages
of maturity and adoption of various NLP applications in finance as shown
in Figure 3. We aim to evaluate their potential to address real-world busi-
ness challenges and to identify new opportunities for innovation and growth
within the financial sector. Currently, NLP in XAI in finance, portfolio man-
agement, ESG and sustainable finance, and financial forecasting are at the
initial awareness stage, and have garnered significant enthusiasm for their
potential to drive technological breakthroughs, although their practical im-
pact may not yet be fully realized. Generative AI, particularly promising
in wealth management, has the capability to revolutionize the industry by
synthesizing information and creating personalized advisory services and in-
vestment strategies. Meanwhile, NLP applications in financial risk predic-
tion, financial regulatory compliance monitoring, fraud detection, and credit
scoring are now undergoing a more realistic assessment of their challenges
and limitations during operational integration, striving to meet the expec-
tations for accuracy and reliability of early adopters. NLP technologies,
such as financial sentiment analysis, information extraction, financial text
summarization, QA systems, and virtual assistants, and chatbots, are be-
ginning to demonstrate clear benefits for enterprises and are becoming more
widely understood, analyzing financial documents and markets, supporting
decision-making processes across the finance sector.

4.3. Trends, Challenges, and Opportunities

To address our third research question: What are the prevailing trends
in NLP research within the finance sector, and how do these trends reflect
the evolving challenges and opportunities in the field? We summarize the
trends, challenges, and opportunities from the following key perspectives.
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- Explainable AI in Finance 
- Portfolio Management
- ESG and Sustainable Finance
- Financial Forecasting
- NLP for Digital Assets

- Financial Risk Prediction
- Financial Regulatory Compliance Monitoring
- Credit Scoring
- Fraud Detection

- Financial Sentiment Analysis
- Information Extraction
- Financial Text Summarization
- QA System, Virtual Assistant and Chatbot

Explainable AI in Finance: The intersection of NLP and explainable
AI in finance is a new and emerging area. Early research is exploring
how NLP can help generate human-understandable explanations for
AI-driven financial decisions, particularly in high-stakes areas like
credit scoring and fraud detection. This area is still developing, with
significant research focused on making complex models transparent
and accountable but practical applications are still limited.

Portfolio Management: The application of NLP in portfolio
management is still in its early stages. There are proof-of-concept
studies and initial explorations, but no widely adopted commercial
products. The potential benefits of using NLP to analyze client profile,
financial reports, news, and other textual data for portfolio
optimization are recognized, but the viability is yet to be proven.
Generative AI has the potential to significantly transform the wealth
management.

ESG and Sustainable Finance: There is currently a surge of interest
and investment in using NLP to monitor and report on ESG criteria.
Expectations are high, although the area faces challenges in
standardization and the interpretation of ESG data across different
sources.

Financial Forecasting: High expectations surround natural language
based financial forecasting due to its potential to leverage vast amounts
of unstructured data for market predictions. Expectations are high, but
achieving accurate and explainable predictions remains a complex
challenge.

NLP for Digital Assets: NLP applications within digital assets,
covering areas such as cryptocurrency market prediction and insights
into the NFT market, are still in the exploratory phase. While there are
emerging uses and interest, widespread adoption and refinement of
methodologies are still developing. The focus is largely on
experimental applications and initial research rather than on
established practices.

Financial Risk Prediction: NLP in risk management initially showed
promise for predictive risk modeling but has encountered practical
challenges in dealing with the stochastic nature of financial risks and
regulatory changes. Efforts are ongoing to enhance its predictive
accuracy and applicability.

Financial Regulatory Compliance Monitoring: With strict
regulatory frameworks, NLP applications for compliance monitoring
have advanced and are now more adept at detecting non-compliance in
communication and transactions. This area is seeing growing adoption
as it moves towards maturity.

Credit Scoring: While there have been proof-of-concept studies and
early-stage explorations of using NLP in credit scoring and lending,
the technology has moved beyond the early stages. The initial hype
and excitement around the potential of NLP in this domain have given
way to a more realistic assessment of the challenges and limitations.

Fraud Detection: NLP techniques have been successfully applied to
detect financial fraud by analyzing textual data such as emails, chat
logs, and transaction notes. The benefits of using NLP in fraud
detection are becoming more widely understood. However, widespread
adoption is still limited, and conservative companies remain cautious
due to the complexity and variability of fraudulent behavior patterns.

Financial Sentiment Analysis: FSA has matured significantly, with
robust models capable of extracting sentiment from news, social
media, and financial reports. The adoption is widespread, and the
technology is well understood and integrated into trading and
investment platforms.

Information Extraction: Information extraction techniques have been
successfully applied to financial texts, enabling the automatic
extraction of key entities, events, and relationships, which are mature
and widely used for processing financial documents and reports.

Financial Text Summarization: Automated summarization of
financial documents and reports is becoming more refined and useful,
with several applications showing practical benefits and gaining
understanding among finance professionals.

QA System, Virtual Assistant and Chatbot: It is becoming
increasingly sophisticated in finance, providing more precise and
context-aware answers to complex financial queries. This area is
nearing maturity with growing integration into customer service and
advisory roles.

Initial Awareness Operational Integration Strategic Optimization

Stages of Maturity and Adoption of NLP in Finance

Figure 3: Stages of Maturity and Adoption of NLP in Finance.

4.3.1. Increasing Reasoning Capabilities

The ability to perform complex numerical reasoning and understand het-
erogeneous representations is particularly important in the finance domain.
Financial data encompasses a broad spectrum of formats and content types,
from numerical tables to varied textual documents. As such, NLP models
operating within the finance domain must not only parse and interpret the
data but also reason across. Applications such as QA demand the ability to
infer answers from fragmented or implicit data, while FSA requires models to
assess the sentiment and potential market impacts of nuanced textual infor-
mation. Similarly, tasks like financial textual summarization and information
extraction call for the capacity to distill and synthesize essential information
from extensive textual and numerical data efficiently. Hence, increasing the
reasoning capabilities of NLP models is crucial, as it enhances their abil-
ity to make informed decisions and predictions by effectively navigating and
integrating the complex, multi-faceted landscape of financial data.
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4.3.2. Understanding Tabular and Textual Data

The application of NLP in finance demands adept handling of both tab-
ular and textual data, reflecting the complex nature of financial information
which encompasses both structured numerical data and unstructured tex-
tual content. Tabular data, which includes financial ratios, stock prices, and
transaction histories, provides essential quantitative insights fundamental to
financial analysis. On the other hand, textual data from news articles, finan-
cial reports, and regulatory filings introduces qualitative information that
can profoundly influence market movements and investment strategies. This
combination of capabilities enables NLP to not only extract meaningful in-
sights from the vast and varied data streams but also enhance more nuanced
and context-aware financial decision-making. Current research in fields such
as QA, FSA, and FNP focus on advancing these capabilities, improving how
models comprehend and integrate both forms of data in financial contexts.

4.3.3. Leveraging Large Language Models

Generative AI, particularly LLMs, is revolutionizing the financial sector
by automating complex decision-making processes, personalizing customer
experiences, synthesizing information, generating financial insights, and pro-
viding advisory services (Mao et al., 2024a). By leveraging vast structured
and unstructured datasets, they not only enhance operational efficiency but
also drive the creation of innovative financial products and services, trans-
forming banking into a more agile and customer-centric industry. LLMs
are reshaping the landscape of NLP in finance (Chen et al., 2023a; Rane,
2023; Shabsigh and Boukherouaa, 2023), influencing areas from FSA, FNP
to QA, Virtual Assistant and Chatbot. Advancements in prompt engineering,
retrieval-augmented generation (RAG), and multi-agent systems are demon-
strating significant potential for use in industry. Additionally, ongoing re-
search is addressing challenges faced by LLMs, such as hallucination, enhanc-
ing the ability of NLP systems to generate contextually relevant and highly
precise responses in complex financial scenarios.

4.3.4. Capturing the Sustainability Wave

Leveraging NLP to sift through the massive volumes of ESG data facil-
itates informed decision-making for sustainability investments and ensures
compliance with evolving regulatory frameworks. This critical application
of NLP is pivotal in aligning financial strategies with global sustainability
objectives. By focusing primarily on the utilization of NLP methodologies
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within the finance sector, we identify two main research streams in the do-
main of ESG and sustainable finance. The first stream emphasizes ESG
disclosure, measurement, and governance, spotlighting the role of NLP in
enhancing transparency, accuracy, and effectiveness in reporting and man-
aging ESG criteria. The second stream delves into the integration of ESG
factors into broader financial applications such as sentiment analysis, port-
folio management, and risk management. This highlights the transformative
potential of NLP to embed ESG considerations seamlessly into the finan-
cial decision-making process and product development, thereby promoting a
more sustainable and transparent financial landscape.

4.3.5. Transforming Portfolio Management

NLP is potentially revolutionizing the field of portfolio management by
enhancing the speed and intelligence of decision-making processes. It enables
real-time data processing and analysis, offering predictive insights that refine
investment strategies using current market data and trends. An essential ap-
plication of NLP is in portfolio optimization, where it analyzes quantitative
and qualitative data to identify the best investment mix to maximize returns
or minimize risk. Techniques such as Gaussian inverse reinforcement learning
are employed to model investor sentiments and market dynamics, enabling
the development of trading systems that effectively filter out market noise.
Additionally, strategies, e.g., PROFIT and SARL utilize financial news and
social media to optimize trading decisions, showing marked improvements
over traditional benchmarks. Furthermore, NLP models incorporate senti-
ments from investor posts and public moods online, enhancing stock market
investments and portfolio allocations. This sentiment-driven approach not
only aligns with dynamic market conditions but also consistently outperforms
equal-weighted strategies. Advanced models, including time-aware LSTM
and those utilizing BERT for sentiment analysis, have proven their efficacy by
significantly surpassing conventional methods in predicting stock returns and
managing portfolio risks. The integration of these innovative NLP strategies
into portfolio management is setting new standards for achieving superior
financial outcomes.

4.3.6. Improving Risk Management and Regulatory Compliance Monitoring

NLP is transforming the landscape of financial risk management and reg-
ulatory compliance monitoring. By leveraging the rich information contained
in various financial documents, such as earnings calls, financial reports, and
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social media data, NLP facilitates more precise and predictive risk assess-
ment models. In financial risk prediction, studies have leveraged sentiment
analysis and textual features from financial reports, news, and earnings calls
to forecast stock volatility and financial risk with notable accuracy. For in-
stance, models that utilize sentiment from financial statements have shown
strong correlations with financial risk indicators, thereby improving predic-
tion capabilities over traditional models. In fraud detection, NLP techniques
analyze vast arrays of unstructured data, such as transaction narratives and
corporate financial statements, to identify suspicious patterns indicative of
fraudulent activities. Innovative NLP applications like transformer models
and knowledge graphs have demonstrated enhanced effectiveness in detecting
complex financial fraud scenarios. Furthermore, NLP has introduced new
methodologies in credit scoring by assessing individuals’ digital footprints,
providing inclusive financial solutions especially beneficial to unbanked pop-
ulations. Additionally, in the realm of regulatory compliance, NLP has been
instrumental in monitoring internal communications within financial insti-
tutions, ensuring adherence to regulatory norms, and proactively preventing
compliance breaches. Through these applications, NLP not only enhances
the precision and efficiency of risk and compliance management processes
but also supports more informed decision-making in the finance sector.

4.3.7. Augmenting Algorithmic Trading

Natural language-based financial forecasting augments the landscape of
algorithmic trading by enabling the rapid processing and integration of finan-
cial documents, news, and social media content, thereby improving model
performance. This allows trading systems to quickly capitalize on market
movements driven by real-time events, significantly enhancing the speed and
effectiveness of trading strategies. Natural language-based financial forecast-
ing in this area includes forecasting in stock, foreign exchange, cryptocur-
rency, options pricing, firm valuation, etc. A significant trend involves in-
corporating company relationships into financial forecasting models, refining
methods for preprocessing textual data, and enhancing data representation.
By analyzing textual data from diverse sources, NLP helps in identifying
sentiment and key information that directly impacts financial markets, and
predict market signals, enabling algorithmic traders to execute more timely
and informed trades, based on the latest news and social media trends, lead-
ing to potentially higher returns and more robust trading strategies. From
this perspective, NLP serves as a powerful tool in the arsenal of modern algo-
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rithmic trading, bridging the gap between unstructured data and actionable
trading insights.

4.3.8. Enhancing Financial Narrative Processing

Financial text summarization and information extraction are two pri-
mary application areas of FNP, each significantly enhancing operational effi-
ciency. A prominent trend in financial text summarization is the increasing
reliance on both extractive and abstractive techniques, with extractive meth-
ods particularly dominant in sentence or section-level summarization using
pre-trained language models. A key challenge in this field stems from the
repetitiveness and density of financial texts, which complicate the summa-
rization process. To address this, researchers have proposed models that fo-
cus on extracting and summarizing key narrative sections rather than entire
reports, thus improving the relevance and utility of summaries. The inte-
gration of extractive and abstractive methods, capitalizing on the strengths
of both, has shown considerable potential. Innovative approaches such as
reinforcement learning models and pointer networks, which combine the ex-
traction of key sentences with advanced paraphrasing techniques, are showing
promise. Additionally, the use of LLMs for narrative section identification
and summarization is emerging as a powerful tool, enhancing the quality of
financial report summaries. There is also a growing interest in developing
specialized datasets and methods for summarizing diverse financial docu-
ment formats, such as earnings call transcripts, which could further refine
the precision and applicability of financial text summarization technologies.

In the field of information extraction, a key trend is leveraging pre-
trained language models like BERT, RoBERTa, and GPT for tasks such
as event extraction and financial relation identification, which are demon-
strating promising results in improving the accuracy and depth of extracted
information, with knowledge graphs further enhancing the models’ contextual
understanding. The challenges include handling the complex, dispersed in-
formation typical of financial texts and the resource-intensive nature of creat-
ing well-annotated datasets necessary for effective model training. However,
there is potential for expanding the use of weakly supervised and unsuper-
vised learning methods to reduce dependency on extensive labeled datasets.
Exploring multi-task learning frameworks that simultaneously perform clas-
sification, detection, and summarization of financial events can lead to more
efficient processing of financial documents. Moreover, the development of
methods for detecting causality, such as those using predictive causal graphs,
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offers new avenues for understanding the intricate dynamics of financial mar-
kets, providing insights into cause-and-effect relationships crucial for market
prediction. Lastly, automated financial reporting and financial statement
analysis using NLP, particularly with LLMs, has also emerged as a promis-
ing area of research.

4.3.9. Robustness and Trustworthiness

NLP technologies have undergone significant advancements, becoming in-
creasingly sophisticated to address the specialized linguistic challenges inher-
ent in the financial sector. This progression enhances precision and resilience,
leading to reduced operational risks associated with errors and biases. As
NLP systems evolve, their ability to understand and process complex finan-
cial jargon and semantics improves, thereby enhancing decision-making pro-
cesses and compliance monitoring in finance. Trustworthiness forms a crucial
pillar in evaluating AI systems within the financial industry. It measures the
extent to which AI models and algorithms can be relied upon to function as
expected, make decisions that are both accurate and ethical, and mitigate
potential adverse impacts. This concept is closely associated with “Inten-
tion Awareness”, which pertains to the AI’s capability to align its operations
with intended goals. However, trustworthiness also encompasses explainabil-
ity and interpretability, key aspects of what is often referred to as XAI. In
finance, XAI facilitates transparency by enabling stakeholders to understand
and trust the decision-making processes of AI systems, thus bridging the gap
between complex AI operations and user-friendly outputs. These advance-
ments signify a pivotal shift towards more reliable and accountable NLP
applications in the financial sector, paving the way for broader acceptance
and integration of AI technologies in high-stakes environments. Lastly, the
presence of algorithmic bias, which inherits biases from the training data,
can lead to decisions that disproportionately impact certain individuals and
groups such as credit scoring. Consequently, the pursuit of fairness and eq-
uity in models is crucial within financial services. Lastly, the robustness and
trustworthiness also extend to considerations of data privacy and security,
especially when managing sensitive compliance-related data, which requires
robust measures to ensure data privacy and prevent unauthorized access,
safeguarding integrity and confidentiality.
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4.3.10. NLP System Implementation

This section zooms into the practical aspects of NLP system implemen-
tation, focusing on data and platform integration, process integration, risk
management, regulatory compliance, data privacy, scalability and perfor-
mance, ethics and fairness, and ROI estimation.

Firstly, financial institutions are expected to seamlessly integrate both
structured and unstructured data sources into their enterprise data plat-
forms. This requires the development of robust data ingestion and prepro-
cessing pipelines that cleanse, normalize, and prepare data for NLP sys-
tems. Integrating these platforms necessitates compatibility with existing
IT infrastructures, which may require upgrading legacy systems or deploying
new middleware solutions. Next, integrating NLP systems into the routine
workflows of financial institutions demands forward planning. It is crucial
to synchronize NLP systems with established business processes. Adopting
change management strategies is essential to facilitate smooth transitions
and foster user acceptance, ensuring the benefits of NLP technologies are
fully realized. Additionally, implementing NLP systems introduces new risks
associated with data accuracy, algorithmic bias, and system reliability. Com-
prehensive risk management protocols must be established to mitigate these
issues. This includes continuous model monitoring, periodic updates to mod-
els to reflect evolving data, and implementing fallback mechanisms to prevent
system failures. Another key consideration is regulatory compliance, which
requires NLP systems to be developed with an awareness of the regulatory
frameworks governing financial institutions. Compliance with financial reg-
ulations, data protection laws, and international standards is paramount. In
terms of data privacy, financial institutions must prioritize the safeguard-
ing of sensitive information. NLP systems should be designed to anonymize
and secure personal data, ensuring compliance with stringent data protec-
tion laws. Integrating robust data privacy measures into system design and
operations is essential, underpinned by clear policies and procedures to pre-
vent data breaches and unauthorized access. Scalability and performance are
also crucial for NLP systems. As financial institutions manage ever-larger
datasets and require faster processing for timely decision-making, scalability
and performance are paramount. NLP systems must be designed to effi-
ciently handle scalability, ensuring they can accommodate increasing data
volumes without compromising performance. This involves leveraging scal-
able cloud infrastructures, employing efficient data storage solutions, and
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utilizing advanced algorithms capable of high-speed data processing. More-
over, the deployment of NLP systems must also consider ethical implications
and strive for fairness in automated decisions. Financial institutions should
develop frameworks that ensure NLP models are devoid of biases that may
lead to discriminatory treatment, based on demographic factors. Regular
audits and updates of models to identify and rectify biases, coupled with
transparency in decision-making processes, are essential for upholding fair-
ness and ethical standards in automated systems. Lastly, the ROI estimation
and economic value of NLP systems need to be measured, potentially from
perspectives of revenue impact and productivity gains.

4.3.11. Future Directions

The landscape of NLP in finance is poised for transformative advance-
ments with several emerging areas ripe for exploration. The adoption of time
series transformers (TST) in financial forecasting signifies a significant ad-
vancement in the modeling of financial time series data. TST models, known
for their ability to capture complex temporal relationships, promise to greatly
enhance forecasting accuracy, especially in volatile financial environments.
Reinforcement learning is emerging as a potent tool for portfolio manage-
ment, leveraging dynamic decision-making to optimize investment strategies
in real time. This approach could revolutionize portfolio management by con-
tinuously learning and adapting to new market conditions. Neuro-symbolic
AI presents a compelling frontier, integrating the interpretability of sym-
bolic AI with the learning capabilities of neural networks. This hybrid ap-
proach is particularly promising for complex financial tasks that require both
deep learning for pattern recognition and symbolic reasoning for rule-based
decision-making. In the realm of QA systems, enhancing numerical reason-
ing capabilities to interpret and answer queries involving textual and tabular
data is crucial. This will improve decision-making processes by providing pre-
cise and contextually relevant answers to financially oriented questions. FNP
is another promising area, where the accuracy of information extraction and
summarization from financial texts can be greatly enhanced. The integration
of knowledge graphs into NLP models could enable more sophisticated pro-
cessing of financial narratives, identifying relationships and insights that are
not readily apparent. Fine-grained FSA within financial documents can be
targeted more precisely with NLP, focusing on specific aspects such as market
trends, corporate performance, or economic indicators, thus providing more
nuanced sentiment insights that are crucial for investment decisions. Lastly,
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in the realm of compliance, there is a growing need to demonstrate the effec-
tiveness of NLP applications. Explainable AI models in particular are crucial
in finance, where stakeholders require clear, understandable explanations for
automated decisions to ensure compliance with regulatory standards and to
build trust in AI-driven processes. Overall, the application of NLP in finance
is transitioning from its initial, task-driven early stages to a more in-depth
exploration and adoption of innovative algorithms. This evolution enhances
the system’s ability to effectively handle complex data, thereby improving
functionality and precision in financial contexts.

5. Conclusion

This survey conducted a comprehensive review of research in NLP in fi-
nance, targeting researchers, practitioners, and industry professionals. We
began with the basic structure of an IMF industry report and expanded
to include a detailed review of research literature. This review serves as a
vital reference for both researchers and practitioners, highlighting the evo-
lution and diverse applications of NLP across both academic research and
industrial implementations. Our review framework systematically maps the
relationships between financial data, NLP techniques, key players, and finan-
cial applications, identifying ten principal areas where NLP has potentially
revolutionized the finance sector. Additionally, we analyzed key research con-
tributions that have significantly influenced the application of NLP in finance,
emphasizing its transformative effects on services, products, and operations.
This survey not only addresses practical challenges but also highlights the
transformative potential of NLP technologies in the finance industry. Lastly,
we summarized the current trends, challenges, and opportunities from nine
perspectives, and provided eight promising directions for future research.

6. Limitations

This review is designed to explore broad themes within the field of NLP in
finance. It does not include detailed data extraction, quality assessment, and
risk of bias evaluation due to the expansive nature of NLP’s application in
the finance. This is intended as part of the review’s design which allows for a
more extensive discussion across a broader array of topics, which was deemed
more beneficial for our intended audience of researchers, practitioners, and
professionals in the finance sector. By delineating these boundaries, we aim
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to clarify the review’s intended scope and encourage readers to interpret the
findings within the context of an exploratory and thematic analysis.
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